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Abstract—Building extraction plays an important role in high-
resolution remote sensing image processing, which can be used as
the basis for urban planning and demographic analysis. In recent
years, many powerful general semantic segmentation models have
emerged, but these models often perform poorly when transferred
to remote sensing images because of the characteristics of remote
sensing images. To this end, we propose a new deep learning
network called Selective Nonlocal ResUNeXt++ (SNLRUX++) for
building extraction. First, the cascaded multiscale feature fusion is
proposed to transform the high-performance image classification
network ResNeXt into the segmentation network ResUNeXt++.
Second, selective nonlocal operation is designed to establish long-
range dependencies while avoiding introducing excessive noise and
computational effort. Finally, multiscale prediction is applied as
deep supervision to accelerate training and convergence, and im-
proves prediction performance of objects at different scales. The
experimental results on two different remote sensing image datasets
show the effectiveness and generalization ability of the proposed
method.

Index Terms—Building extraction, convolution neural network,
deep learning, high-resolution image, remote sensing.

I. INTRODUCTION

W ITH the rapid development of remote sensing tech-
nology, the amount of high-resolution remote sensing

image data has been increasing. On the one hand, the maturity of
aerospace technology has made it easier to acquire large-scale,
high-quality remote sensing images. On the other hand, with
the development of imaging technology, the spatial resolution,
spectral resolution, and temporal resolution of remote sensing
images have been greatly improved. The increase in the quantity
and quality of remote sensing images has made it possible to
form and improve the Earth observation system, and to con-
tinuously monitor the earth’s surface through remote sensing.
At present, remote sensing technology has been widely used in
industry, agriculture, military, economy, and other fields. For
example, resource exploration [1], crop classification [2], pest
monitoring [3], military target detection [4], urban planning [5],
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land use analysis [6], and disaster warning [7]. With the increase
of remote sensing image data volume and resolution, the demand
for remote sensing image processing and information extraction
technology is also growing.

Building extraction is one of the important tasks of remote
sensing image segmentation. In recent years, there are an in-
creasing number of models that use deep learning methods for
semantic segmentation. Mainstream deep learning segmentation
networks are typically based on UNet [8] architecture using a
fully symmetric encoder–decoder structure. Their main compo-
nents include downsampling, upsampling and skip connection.
The network encodes the image through downsampling, com-
pressing the image into a latent-space representation, which con-
tains semantic information useful for prediction. In the decoding
part, the decoder uses the compressed feature representation by
upsampling to recover the resolution and make prediction. In the
skip connection part, after upsampling, the deep feature maps are
concatenated with the shallow feature maps of the same resolu-
tion, which alleviates the losing of location information caused
by the encoding to some extent. In such a network structure,
the deep feature maps extract sufficient semantic information to
be better used for prediction, but due to the low resolution, the
object boundary cannot be well localized; the shallow feature
maps retains higher resolution, so it can locate objects more
accurately, but the lack of semantic information may lead to
prediction errors. How to use features of different scales, fuse
high-level semantic information and low-level location spatial
information to construct high-resolution, high-semantic feature
maps, and improve network prediction performance is a problem
worthy of study.

To construct high-resolution and high-semantic feature maps,
many semantic segmentation methods focus on increasing the
receptive field, the most famous of which are DeepLab [9]
and DilatedNet [10], to obtain contextual information and es-
tablish long-range dependencies. They use dilated convolution
to avoid downsampling and improve the receptive field while
maintaining the resolution of the feature maps. Another way to
construct feature maps with contextual semantic information is
to use nonlocal operation [11]. Nonlocal is a simple and general
operation for capturing long-range dependencies in deep neural
networks. In simple terms, the nonlocal operation obtains the
feature representation of each position by performing a weighted
summation of all the position features of the input. In computer
vision, this position usually refers to each pixel. The advantage
of the nonlocal operation over the dilated convolution is that
it directly establishes long-range dependencies by computing
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Fig. 1. Examples of remote sensing images with different type of challenges. (a) Imbalance between foreground and background. (b) Small and numerous objects.
(c) Complex and diverse foreground and background. (d) Shadow occlusion.

the similarity between two positions, regardless of the distance
between them.

Although these methods have shown good performance in
natural image segmentation, there are many difficulties when
applying them to remote sensing image datasets. In addition
to the problem of varying scales of objects in most semantic
segmentation datasets, remote sensing images also suffers from
problems such as imbalance between foreground and back-
ground [12], small and numerous objects [13], complex and
diverse foreground and background, and shadow occlusion [14].
Some typical remote sensing images and challenges are shown
in the Fig. 1. In Fig. 1(a), the number of pixels of the buildings
is only a small part of the whole image, which is often found
outside urban areas, and such images are prone to false positives.
In Fig. 1(b), the image contains very dense buildings, each
occupying very few pixels, and the buildings are very close to
each other, so the boundaries are often not accurately located.
In Fig. 1(c), there are many subcategories within buildings such
as residential buildings, office buildings, shopping malls, and
schools. Different buildings have different sizes, heights, colors,
and forms, showing large intraclass differences. There are also
many subcategories within the background, such as roads, low
vegetation, trees, and rivers. Complex and diverse foreground
and background can cause some methods to introduce excessive
noise, leading to performance degradation. In Fig. 1(d), some
tall buildings produce long shadows at certain times of day, and
areas covered by shadows are prone to false negatives.

Downsampling will lose location information. Also, since
most objects in remote sensing images are very small, the
enlarged receptive field will contain more complex and diverse
background information, so the introduction of noise will lead
to performance degradation. In other words, it is not that deeper
semantic information is more useful for prediction. In the recent
literature, some scholars have experimented with UNet-8 s
(stride stands for the aspect ratio of the original image to the
minimum feature map) and obtained better performance than the
original UNet-16 s with deeper depth and more parameters [15].
For different datasets, the requirements for network depth are
different. As for nonlocal operation, due to the high resolution
of remote sensing images, performing nonlocal operation in the
whole image will incur huge computational costs. Because the
foreground and background are unbalanced and the background

is complex and diverse, performing nonlocal operation directly
can cause the contextual information overwhelming by
background noise. Moreover, the need for dense prediction of
each pixel makes manual annotation both time-consuming and
costly, rendering remote sensing segmentation datasets much
smaller than classification or detection tasks [16]. Complex
and high-capacity models are more likely to overfit due to the
scarcity of training samples.

In this article, we propose a novel network called Selective
Nonlocal ResUNeXt++ (SNLRUX++) for remote sensing build-
ing extraction to address the problems stated previously. Our
network is based on ResNeXt [17], a powerful network for
image classification task. First, we follow the encoder–decoder
architecture in UNet, add decoders and skip connections to it,
and therefore converting it to ResUNeXt for the segmentation
task. Then, we use the cascaded multiscale feature fusion method
to fuse features at different scales to obtain high-resolution and
high-semantic feature representation. Since the traditional skip
connections are replaced by residual connections, we can use
only short connections to reduce the network complexity and
alleviate the overfitting problem caused by the small remote
sensing dataset. Besides, if useful information cannot be learned
when the network goes deeper, it can still maintain the original
information, alleviating the problem of losing location infor-
mation. Second, we use selective non-local operation to extract
key points from the feature maps, perform nonlocal operation
between these key points, and propagate contextual information
near the key points by convolution operation to capture long-
range contextual dependencies. In addition to obtaining global
contextual information, the advantages of selective nonlocal
operation include: the computational cost is greatly reduced
because the nonlocal operation are performed at only a small
number of positions; key point extraction resamples the fore-
ground and background ratios, reducing the noise introduced by
the nonlocal operation; the module does not change the resolu-
tion of the feature map, so it can be easily plugged into various
positions of the network, enhancing the feature map represen-
tation. Finally, we use multiscale prediction methods to deeply
supervise the network. The feature maps at different scales are
upsampled to the highest resolution, the semantic information
at different scales is merged, and the predicted masks are output
through the prediction head. The advantages of this approach
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include enabling the feature maps of the intermediate layers,
especially the shallow ones, more transparent and making the
features learned in the intermediate layers more discriminative
and robust. In addition, it can accelerate the convergence of
the network and alleviate training problems such as gradient
disappearance that may be caused by the depth of the network.

In general, the main contribution of this article are as follows.
1) We propose a cascaded multiscale feature fusion method

to fuse semantic information multiple times and thus ex-
tend the high-performance backbone ResNeXt in image
classification task to construct extraction task.

2) We design a selective nonlocal operation, which extracts
the key points from the feature maps, performs nonlocal
operation only between these key points, and follows a
convolution block to obtain a feature representation con-
taining global contextual information.

3) We apply multiscale prediction to achieve deep supervi-
sion, so the network can adaptively adjust the prediction
weights at different scales according to the scale of the
object, thus improving the performance of objects at dif-
ferent scales.

The rest of this article is organized as follows. Section II
reviews the previous work on general semantic segmentation
and the improvements made by scholars to use it in remote
sensing images. Section III introduces the proposed network
SNLRUX++ for remote sensing building extraction task in
detail. Section IV introduces the datasets and experimental
details, and discusses the experimental results. Finally, Section V
concludes this article.

II. RELATED WORK

A. General Semantic Segmentation

Semantic segmentation has been a very fundamental problem
in computer vision [18]. Before the maturity of deep learning,
scholars used traditional methods including thresholding [19],
region growing [20], k-means clustering [21], and more ad-
vanced algorithms such as graph cuts [22], superpixel meth-
ods [23], sparsity-based methods [24], and conditional and
Markov random fields [25]. In recent years, scholars have grad-
ually shifted their attention to deep learning methods because
their performance has been significantly improved compared to
traditional methods.

FCN [26] is an important milestone in deep learning semantic
segmentation. Based on image classification networks such as
AlexNet [27], VGGNet [28], and GoogLeNet [29], it removes
the final fully connected layer and adopts a fully convolutional
architecture, allowing it to perform dense prediction task on
inputs of any size. UNet [8] and SegNet [30] follow the connec-
tion paradigm used by FCN and reorganize the decoder section
to achieve better performance. DeepLab [9] used dilated convo-
lution to address the problem of decreasing network resolution
caused by maxpooling and striding, and then uses atrous spatial
pyramid pooling, which probes the feature map with filters of
multiple sampling rates, thus capturing multiscale context to
robustly segment objects at multiple scales. Another method

once used by DeepLab but later abandoned is the postprocess-
ing of object boundary using a fully connected CRFs. Feature
pyramid network (FPN) [31] was originally developed for object
detection, it can easily be used for segmentation as well [32].
In order to generate segmentation output from FPN multilevel
features, a simple design is used to merge information from
each level of the FPN pyramid into a single one. The merging
is done by upsampling features of different FPN levels several
times to the lowest level and merging them using an elementwise
addition method, and then making predictions after the merging.
Pyramid scene parsing network [33] is a multiscale network that
focuses on better learning of global contextual representation. It
uses a pyramid pooling module to extract different subregion
representation, and upsamples the output of multilevel pool-
ing and connects with the initial feature map to capture local
and global contextual information. UNet++ [34] is a deeply-
supervised encoder–decoder network in which the encoder and
decoder subnetworks are connected by a series of nested, dense
skip pathways. HRNet [35] maintains high-resolution represen-
tation throughout by connecting multiresolution subnetworks
in parallel and iteratively exchanging the information across
different resolutions. UNet 3+ [36] uses full-scale skip connec-
tions, incorporating low-level details with high-level semantics
from feature maps at different scales, to replace the dense skip
pathways used in UNet++. The abovementioned model lays the
foundation for remote sensing image segmentation and explores
different feature fusion methods. Although these models show
good performance in natural images or medical images, there
is still much room for improvement when transferring them to
remote sensing segmentation due to the characteristics of remote
sensing images.

B. Remote Sensing Segmentation

According to the characteristics of remote sensing images,
many scholars have made targeted adjustments to the network
architecture. Michael et al. [13] proposed a network focusing on
the accuracy of small objects to alleviate the problem of class
imbalance. The architecture includes patch-based method and
pixel-to-pixel method, and then combine their strengths using
model ensemble. And the uncertainty map is used to indicate that
the difficulty of remote sensing segmentation is the boundary
of the object. building residual refine network [37] consists
of two parts, namely the prediction module and the residual
refinement module. Among them, the prediction module based
on an encoder–decoder structure introduces dilated convolution
of different dilation rates to extract more global features. While
the residual refinement module takes the output of the predic-
tion module as input, and further refines the residual between
the result of the prediction module and the real result. Zhang
et al. [38] enhanced the low-to-high features extracted from
different branches of HRNet to enhance the embedding of scale-
related contextual information. The low-resolution branches are
incorporated in a spatial-reasoning module to learn the long-
range spatial correlations, while the high-resolution branches are
enhanced by adaptive spatial pooling module to aggregate local
contexts. Cheng et al. [39] proposed an end-to-end cross-scale
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feature fusion (CSFF) framework, which is used for detection but
can be easily applied to segmentation as well. CSFF uses FPN
to obtain multilevel feature maps and then inserts a squeeze and
excitation block at the top layer to model the relationship be-
tween different channels. The feature maps of all stages are then
passed into the CSFF module to fuse different scale information
to obtain a multilevel feature representation. Chen et al. [40]
proposed an improved semantic segmentation network based
on DeepLabv3 with addition augmented atrous spatial pyramid
pool and FC fusion path layers to deal with the problems of
ambiguous classification and unclear boundary of small objects
caused by the characteristics of the remote sensing images.
DenseU-Net [41] builds on UNet by replacing the VGG blocks
with Dense connections [42] in both the downsampling and
upsampling sections to enhance the feature extraction capability
of the network. And uses the focal loss weighted by the median
frequency balancing to improve predication accuracy of the
small object classes. Based on the feature pyramid network
(FPN) framework, PFNet [43] uses a module called PointFlow
to propagate semantic information from high to low features
at salient and edge points. The dual point matcher module is
designed to extract these salient and edge points. And in this way,
it solves the problems of foreground-background imbalanced
distribution and multiple small objects in remote sensing images.
D-CNNs [44] uses metric learning method to solve the problem
of within-class diversity and between-class similarity in remote
sensing images by adding metric learning regularization term
to the objective function to supervise the learned features to be
more discriminative. FENet [45] proposes the DAFE module and
the CFE module, where DAFE module is used to highlight the
network to focus on the distinctive features of the objects of in-
terest and suppress useless ones, and CFE module is used to cap-
ture global context cues and selectively strengthen class-aware
features. In summary, most remote sensing image segmentation
models are exploring methods for obtaining multiscale feature
maps, multiscale fusion methods, attention mechanisms for en-
hancing feature representation, and postprocessing methods to
deal with the characteristics of remote sensing images.

III. METHOD

In this section, we will introduce in detail the Selective Non-
local ResUNeXt++ (SNLRUX++) for remote sensing building
extraction proposed in this article. Including: (see Section III-A)
The backbone ResNeXt [17]; (see Section III-B) Using the
cascaded multiscale feature fusion method, ResNeXt used for
classification task is transferred to ResUNeXt++ for segmenta-
tion task; (see Section III-C) Use selective nonlocal operation to
introduce global contextual information in the feature maps of
all stages of the decoder; (see Section III-D) Predict on feature
maps at different scales to achieve deep supervision. The overall
structure of the network and the location of each module is shown
in the Fig. 2.

A. Resnext

SNLRUX++ uses ResNeXt as its backbone and uses the final
feature map of each stage in the downsampling. On the basis of

Fig. 2. Structure of SNLRUX++.

Fig. 3. Typical convolution block. (a) ResNet. (b) Inception. (c) ResNeXt.

ResNet [46], ResNeXt introduces the “split-transform-merge”
aggregation transformation used in Inception [47], a network
architecture that uses multibranch parallel convolution and then
merges the results of each branch. Typical ResNet block, Incep-
tion block and ResNeXt block are shown in the Fig. 3. Unlike
Inception, the size and number of convolution filters in each
parallel branch have been carefully designed and experimentally
adjusted. ResNeXt uses the same topology on each branch, so
the structure can be reshaped into grouped convolution used
in AlexNet [27]. In addition, the difference also includes that
ResNeXt uses an addition operation to merge the results of dif-
ferent branches, while Inception uses the channel-dimensional
concatenation.

In ResNeXt, the introduced hyperparameter is called “car-
dinality,” which means the number of parallel transformation
branches. Because all branches of ResNeXt use the same topol-
ogy, there is no need to adjust the size and number of convolution
filters, thereby reducing the number of hyperparameters in the
model and improving the generalization ability of the network in
different datasets. In addition to adjusting the width and depth, it
provides a new way to adjust the capacity of the network model.
Experiments show that increasing the “cardinality” can improve
the network performance more effectively than increasing the
width and depth for the same amount of computation, especially
when the marginal benefit of increasing the depth gradually
diminishes.

Formally, aggregation transformation can be expressed as
follows:

F(x) =
C∑
i=1

Ti(x) (1)
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Fig. 4. Three equivalent forms of ResNeXt block.

Fig. 5. Transformation between the three models. (a) ResNeXt. (b) ResUNeXt.
(c) ResUNeXt++.

where x represents the input feature, Ti(x) represents the paral-
lel transformation function, which can be any function. Similar
to a simple neuron, Ti(x) should project x into an usual low
dimensional embedding and then transform it. C is the number
of the transform set to be aggregated, which is cardinality in
ResNeXt. C is used to control the complexity and capacity of
the network.

In ResNeXt, first, a simple transformation function design is
used, where allTi share the same topology. This follows the VGG
style strategy of repeating the same structure, making it possible
to control the network capacity with only a few hyperparameters.
Second, the individual transformation Ti is set as a bottleneck
structure. In this case, the first 1×1 layer in each Ti is used
to produce low-dimensional embeddings. Third, use residual
connections to establish direct path between inputs and outputs.
In general, the aggregation transformation in ResNeXt can be
expressed as

y = x+

C∑
i=1

Ti(x) (2)

where y is the ResNeXt block output.
ResNeXt block can be expressed in three equivalent forms, as

shown in the Fig. 4. In this article, we use the form of Fig. 4(c),
because of its concise expression and easy implementation.

B. Resunext++

ResNeXt is used for image classification task, which is illus-
trated in Fig. 5(a), and the width and height of its last stage (stage
is used to distinguish the resolution of different feature map)
feature map is 1/32 of the original image, which is too coarse
for building extraction task. Therefore, following the encoder-
decoder architecture used in UNet and FCN, we removed the last
global average pooling and FC layer of ResNeXt. Starting from

Fig. 6. Difference between the two types of connections. (a) Skip connection.
(b) Residual connection.

the last stage, the feature maps are continuously upsampled, and
merged with the feature map of corresponding stages through
skip connection to restore the resolution of the feature maps.
By now the network model is transformed into ResUNeXt (note
the U) for building extraction task, the network architecture is
illustrated in Fig. 5(b). For the sake of simplicity, we only show
the upsampling, downsampling and skip connection parts in the
figure. Each stage is represented by S, and the ResNeXt blocks
in each stage are not drawn in detail.

In ResUNeXt, since the initial stride convolution and max-
pooling, the width and height of the feature map with the
highest resolution are 1/4 of the original image. Unlike UNet,
the network makes predictions at this scale and uses bilinear
interpolation to upsample the predictions to the size of the
original image to obtain the final prediction mask. Because of the
regularity of the boundary of the building object, the prediction
under the feature map with lower resolution than the original
image will not be seriously damaged.

Inspired by UNet++ [34], UNet 3+ [36], and HRNet [35],
we redesigned the skip connections between the encoder and
decoder, and used cascaded multiscale feature fusion method to
obtain high-resolution and high-semantic feature maps for build-
ing extraction task. We call ResUNeXt that combines cascaded
multiscale feature fusion as ResUNeXt++, and its structure is
illustrated in Fig. 5(c).

In UNet, the feature maps of the encoder are directly copied
and concatenated with the feature maps of the corresponding
decoder, and then convolution is used to reduce the number
of channels. The feature maps of each stage in the encoder
will be fused only once, which is detrimental to the shallow
stages. We believe that for shallow stage feature maps, since
they are the most lacking in semantic information, they should
be fused several times, and each fusion can improve the semantic
information.

In ResUNeXt++, the feature maps of the encoder undergo
multiple feature fusions, and the number of fusions depends
on the stage level. For example, the shallowest feature map
will undergo three feature fusions, while the penultimate stage
feature map will only undergo one feature fusion. UNet++ also
concatenates the previous layers and lower stage features, and
the architecture of UNet++ has even more connections than
ResUNeXt++ showed in Fig. 5(c). Following the ResNet design,
we use residual connections instead of dense skip connections.
The difference between skip connection and residual connection
is illustrated in Fig. 6. The advantage of residual connection is
that the feature maps ensure the retention of valid information
and avoids the noise introduced by feature fusion, if the deeper
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stage of the feature map does not learn meaningful semantic
information, which often happens in remote sensing images.
For these reasons, it is natural to remove the dense skip connec-
tions used in UNet++ and keep only short ones. Therefore, the
complexity of the parameters and calculations of the model are
reduced, as well as the possibility of overfitting.

Formally, we formulate the residual connection as follows:
let xi,j denote the output of node Xi,j where i indexes the
stage along the encoder and j indexes the intermediate residual
convolution block of cascaded feature fusion along the residual
connection pathway. The stack of feature maps represented by
xi,j is computed as

xi,j =

{
R

(
xi−1,j

)
, j = 0

xi,j−1 +H
([
xi,j−1,U

(
xi+1,j−1

)])
, j > 0

(3)

where function R(·) is stage layer in ResNeXt, which contains
multiple ResNeXt blocks according to the network capacity.
H(·) is channel reduction convolution block, which consists of
multiple groups of convolution operation, batch normalization
and ReLU, and [ ] denotes the concatenation operation. Ba-
sically, nodes at level j = 0 only receive one input from the
previous stage of the encoder, which is essentially the backbone
in ResNeXt. Nodes at level j > 0 receive two inputs, one is
the output of the previous nodes in the same residual connection
pathway and the other is the upsampled output from the adjacent
lower residual connection pathway. We do not use all the lower
stage outputs, which are used in HRNet and UNet 3+. First, in
remote sensing images, deeper features generally do not contain
better semantic information. Second, the resolution and semantic
gap is so large that direct use will introduce more noise. Finally,
overly complex models are more prone to overfitting due to the
lack of labeled datasets.

From another perspective, ResUNeXt of different depth is
integrated in ResUNeXt++. The network can adjust the depth
of the network adaptively. When the deep layer of the network
does not learn useful information for prediction, the residual
connection in feature fusion will discard this part of information,
making the network more versatile in different datasets and
different tasks.

C. Selective Nonlocal Operation

Formally, we can define a generic nonlocal operation as

yi =
1

C(x)
∑
∀j

f (xi,xj) g (xj) (4)

where i and j are the indexes of an position, it usually refers to
pixel position of feature map in computer vision. x is the input
feature map and y is the output feature map with the same size
as x. A pairwise function f computes a scalar representing
affinity between the features at positions i and all j. The unary
function g computes the embedded representation on the posi-
tion j of the feature map. The output is normalized by a scalar
factor C(x). It can be seen from the formula that each position
on the output can be expressed as a linear combination of the
input after embedded representation. Position j can be any point
on the feature map, so it can ignore the distance and establish a

Fig. 7. Process of extracting key points. Each yellow quadrilateral on D
represents a key point.

long-range contextual dependencies. There are several versions
of f and g, we use dot product similarity as function f , which
can be expressed as

f (xi,xj) = θ (xi)
T θ (xj) . (5)

Here θ(xi) means the embedded representation of xi. For
simplicity, we use 1×1 convolution over the whole feature map,
so all positions share the same linear embedded function θ,
so is the function g. And 1

C(x)f(xi,xj) becomes the softmax
computation along the dimension j. In order to obtain the
affinity matrix, it is necessary to calculate the affinity between
two-by-two at each position on the feature map. The complexity
of this process is O(H2 W 2 d). Where H and W are the height
and width of the feature map, and d is the number of channels.
Although the d can be reduced by feature embedding, the main
factor affecting the computational effort is the resolution of the
feature map.

Different from traditional nonlocal operation, selective non-
local operation do not use all the positions j on the feature map,
but perform nonlocal operation between key points. In order to
get the key points, we take the feature map xd from decoder
as input, and then perform one 3×3 convolution following with
sigmoid function to get descriptorDof each position, the process
is shown as

D = Sigmoid
(
conv

(
xd

))
. (6)

Descriptor D has the same shape as xd, but only one channel.
Intuitively, it represents the importance of each position, or the
difficulty of prediction. Because the D is acquired in a learnable
manner, the network can adaptively determine the importance
of each position based on the local feature representation. Then,
perform a maxpooling on the descriptor D to obtain the most
salient position by recording the indices in the maxpooling
operation. The process of extracting key points is shown in
the Fig. 7. The kernel size and stride of maxpooling can be
seen as a hyperparameter to control the number of key points.
For simplicity, we use adaptive-maxpooling, i.e., the kernel size
and stride are the same, so the hyperparameters are compressed
into one. For the hyperparameters of adaptive-maxpooling, one
design strategy is to sample the same number of key points in
each stage, i.e., to set the same output size in different stages,
so the deeper the stage, the smaller the kernel size and stride.
Another design strategy is to use the same kernel size and stride
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in each stage, so the deeper the stage, the fewer the key points,
which forces the network to pay attention to the key points of
different scales. The computational complexity of the affinity
matrix in the selective nonlocal operation is only O(k2 d) by
performing nonlocal operations only between key points. Where
k denotes the number of key points, which is usually much
smaller than the resolution H ·W of the feature map. Since
most pixels in an image can be well classified, there is no
need to reinforce semantic information at all positions and the
limited computational resources should be allocated to the most
important positions first.

Then perform nonlocal operation between key points i and j.
The result of the operation is reincorporated into the original
feature map according to the position of each key point. Instead
of replacing the features at each position with the computed
results, we use a residual style to fuse the original features and
the computed features, because this results in better performance
and more stable training. The calculation process can be ex-
pressed as

yi = xi +
1

C(x)
∑
∀j

f (xi,xj) g (xj) . (7)

Here, i and j are the indexes of the key points. The key points
are obtained by performing maxpooling operations on D. So
far, the key points have been enriched with global semantic
information. Using the residual convolution block, this global
semantic information is then propagated around the key points.

Because the maxpooling evenly sample points on the feature
maps, the ratio of foreground and background is rebalanced,
and the noise caused by background diversity is alleviated. It
also greatly reduces the amount of computation of similarity
calculation between two points. We perform nonlocal operations
on the decoder part right after residual connection to enhance
the feature representation of the feature maps participating in the
multiscale prediction, thus improving the network performance.

D. Multiscale Prediction and Deep Supervision

Traditional deep supervision is implemented by connecting
auxiliary classifiers to the intermediate layers during training,
and optimizing the main loss and auxiliary supervision loss at
the same time, so the gradient can be directly backpropagated
from the auxiliary loss to the intermediate layers. The total loss
can be expressed as

Ltotal = Lmain + αtLsup (8)

where αt controls the tradeoff between the two terms. In normal
practice, in order to use the second term mainly as regularization,
α always decays as a function of epoch t. For example, we can
use a simple linear decay function, which can be expressed as

αt = αinit ∗ (1− t/N) (9)

where αinit denotes the weight of the initial auxiliary loss, which
is a hyperparameter. t indicates the current epoch, N indicates
the total number of epochs. Between each epoch, αt is updated.
It can be seen that the auxiliary loss item will approach zero in
the later training process.

Fig. 8. Three methods of multicale prediction (a) predict and average, (b) add
and predict, (c) concatenate and predict.

In UNet++, the auxiliary predictor is attached to feature maps
in highest skip pathway to performs mask prediction as deep
supervision. Different from UNet++, we fuse multiscale feature
maps from the decoder, perform prediction, and conventional
loss calculations to achieve deep supervision. Because we found
that the prediction of different scales have different focuses, this
multiscale prediction method is also retained in the testing phase
to obtain better performance.

There are many ways to fuse feature maps from different
stages, as illustrated in Fig. 8. We use bilinear interpolation
to upsample all feature maps that have undergone selective
nonlocal operations to the highest resolution, with a width and
height of 1/4 of the original image. Then, perform the normal
segmentation prediction head on the concatenated feature maps
to obtain the final prediction mask, the process is shown in
Fig. 8(c). Because it has the best performance in the experiment,
and the amount of calculation introduced is very small compared
to the overall amount of calculation.

IV. EXPERIMENT

A. Dataset

The dataset used in the experiment comes from [48], which
uses 18-level Google Earth images with a spatial resolution of
0.522 m taken in Beijing, the capital of China. Beijing is a
typical urban city, containing a variety of buildings, which is very
suitable for building extraction research. The dataset contains a
total of 344 labeled images, which has been divided into training
set (80%) and test set (20%) by authors. We randomly select 20%
from the training set as the validation set, so the ratio of training
set, validation set and test set is 3:1:1. It is worth mentioning
that the size of this dataset is much smaller than many other
public remote sensing datasets, such as Vaihingen and Potsdam,
so the model is more prone to overfit. All images have been cut
into 512×512 patches, including three channels of RGB. Some
typical patches in the dataset are shown in Fig. 9. As shown in
the figure, the buildings are very small and dense, which poses
a challenge to the extraction task.
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Fig. 9. Sample patches from the dataset taken in Beijing from Google Earth.

B. Implementation Details

For all models, due to the high resolution of remote sensing
images and memory limitations, we use the same batch size
set to 8. The optimizer is SGD, the initial learning rate is 0.1,
the momentum is 0.9, and the weight decay is 1e-4. The loss
function is binary cross entropy. All models are trained for 300
epochs, and the learning rate decays to 0.01 at 180 epoch. For
the backbone ResNeXt, we use the ResNeXt-101 32×8d [17]
pretrained on ImageNet as the encoder part, and randomly
initialize the decoder and residual connection part. For data
augmentation, we use random horizontal and vertical flips, and
random rotations of 90◦, 180◦, and 270◦ during training, and do
not use data augmentation at testing phase. Our experiment is
based on the open source deep learning framework PyTorch. The
experimental environment is Ubuntu20.04. The GPU is GeForce
RTX 3090 with 24 G memory. The CPU is AMD Ryzen 9 5900X.

C. Evaluation

In this article, we use the IoU and F1 score to evaluate
the results. In order to evaluate the effectiveness of image
pixel-level prediction task, we compare the prediction results
with the corresponding ground truth, and divide each pixel into
true positive (TP), false positive (FP), false negative (FN), and
true negative (TN). The evaluation metrics used to measure the
effectiveness of our method are calculated based on these four
indicators.

IoU is a commonly used evaluation metric in semantic seg-
mentation. The numerator part calculates the number of pixels
that are correctly predicted in the foreground, and the denom-
inator part calculates the number of pixels in the union of the
real foreground and the predicted foreground. The calculation
process of IoU can be expressed as

IoU =
TP

FN + TP + FP
. (10)

F1 score is another evaluation metric in the statistical analysis
of binary classification. In the segmentation task, it is equivalent
to Dice similarity coefficient. Before calculating the F1 score,
we need to calculate precision and recall. Precision refers to
the proportion of pixels that are predicted to be true positives
among all predicted positives. Recall refers to the proportion of
pixels that are predicted to be true positives among all positives.
F1 score is the harmonic average of precision and recall, when

TABLE I
EXPERIMENTAL RESULTS OF DIFFERENT NETWORKS ON [48]

the weight of accuracy and recall is the same. The calculation
process of F1 score can be expressed as

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
. (13)

D. Comparisons With Baseline Methods

In order to verify the effectiveness of the SNLRUX++, we
compared it with some baseline methods. Table I shows the
experimental results of different networks. Fig. 10 provides
some visualization results. The experimental results show that
our proposed network has significant performance advantages
and better localization on the boundary compared to other net-
works. Moreover, to make a fair comparison with other methods,
we also used ResNet as backbone for our experiments, and
its performance is the best except SNLRUX++. This further
demonstrates the effectiveness of the proposed method and that
the use of a strong backbone in remote sensing images does
not lead to significant overfitting and can result in considerable
performance gains.

Among them, UNet-16 s is the original network model pro-
posed in the article [8]. It downsamples the image four times, so
the width and height of the minimum resolution feature map is
1/16 of the original image. On the basis of UNet-16 s, UNet-8 s
removes the final downsampling and corresponding upsampling,
so that the width and height of the minimum resolution feature
map is 1/8 of the original image. We have not adjusted the width
of the UNet-8 s network, thus, it has a smaller amount of param-
eters and calculations than UNet-16 s. The experimental results
show that UNet-8 s outperforms UNet-16 s, which indicates that
for remote sensing images, not the deeper the network means the
better the performance. This may be attributed to the small size
of the objects in the remote sensing images, and the location
information lost by downsampling is less than the semantic
information it brings.
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Fig. 10. Some visualization results. Compared with previous works, our method has obvious advantages in performance and boundary location. Best view it on
screen and zoom in. (a) Images. (b) GT. (c) UNet-8s. (d) UNet++. (e) DeepLabv3. (f) SNLRUX++.

It is worth mentioning that UNet++ has no significant per-
formance improvement compared to UNet. They use the same
encoder and decoder. In the training process, the loss of UNet++
is much smaller than that of UNet. It can be inferred that UNet++
suffers from overfitting, which often occurs in small remote
sensing datasets. Besides, the dense skip connection in UNet++
causes huge memory consumption and computational effort.
Compared with this, our proposed cascaded multiscale feature
fusion method is faster to train and more memory-efficient.
BiSeNet and HRNet are high-performance general segmentation
networks, but they perform poorly when applied to remote
sensing images, even worse than the baseline UNet. This is
also because the model capacity is too large for the information
provided by a small dataset to support such a model.

The Res2-UNeXt [50] is a medical image segmentation
model. Since medical images and remote sensing images share
the problems of unbalanced foreground background and small
and numerous objects, we tried to apply this model directly to
remote sensing images and obtained relatively poor results. This
may indicate that although there are many commonalities, there
are more semantic gaps between remote sensing images and
medical images.

Comparing the experimental results of DeepLabv3 and Res-
FCN, they use the same backbone ResNet101, but the perfor-
mance of Res-FCN has a greater advantage over DeepLabv3.
This suggests that using dilated convolution directly on remote

sensing images may not yield good results. Because in remote
sensing images, the actual distance of the object on the image is
relatively far, and the semantic relevance is not as good as that
of natural images. Directly using dilated convolution to increase
the receptive field will cause excessive noise to be introduced and
cause model degradation. Interestingly, when using ResNet as
the backbone, the most traditional and concise FCN model even
outperforms many later proposed models. This may suggests that
a backbone with powerful feature extraction capability is very
important for complex and variable remote sensing images. In
addition, some techniques in general segmentation model have
inductive biases based on natural images, such as segmentation
objects occupying a large portion of the entire image, which
does not occur often in remote sensing images and, thus, causes
performance degradation instead. This also shows that when
processing remote sensing images, overly complex modules
should be avoided and simple structures will instead give better
results, especially when the dataset is small.

E. Ablation Experiment

In order to quantitatively analyze the contribution of different
components in ResUNeXt++, we conduct ablation experiments.
In general, our model contains three components, cascaded
multiscale feature fusion (CMFF), selective nonlocal operation
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TABLE II
ABLATION EXPERIMENT OF DIFFERENT COMPONENTS. CMFF: CASCADED

MULTISCALE FEATURE FUSION, SNL: SELECTIVE NONLOCAL, MSP:
MULTISCALE PREDICTION

(SNL), and multiscale prediction (MSP). Here, we take Re-
sUNeXt as the baseline, replace skip connection with residual
connection and use “concatenate and predict” [see Fig. 8(c)]
multiscale prediction method by default, and add different com-
ponents for experimentation. The ablation experiment results of
different components are shown in the Table II.

From the experimental results, all three components improve
network performance. Among them, CMFF has the best perfor-
mance improvement and no overfitting like the dense connec-
tions in UNet++. This shows that CMFF can indeed effectively
fuse features at different scales and enhance the feature repre-
sentation at each stage, even on small datasets. It also indirectly
demonstrates that the feature maps at different stages have
different focuses. With this as a basis, it is feasible to construct
high-resolution and high-semantic feature maps. SNL validates
its effectiveness by achieving considerable performance gains at
the cost of a small number of operations. MSP has the smallest
performance improvement, this is because in the case of the same
height shot, the volume of different buildings does not present
a very obvious difference due to architectural standards. In
natural images, the distance and proximity of things can greatly
affect the size in the image. So MSP in remote sensing images
may not be as significant for performance improvement as in
natural images. However, the evaluation metrics cannot reflect
the network training speed and stability. During the experiment,
with the deep supervision of multiscale prediction, the network
training is significantly faster, especially directly using addition
to fuse different feature maps, that is Fig. 8(b).

In order to verify the effectiveness of the residual connection
and the performance difference of different multiscale prediction
methods, we designed related experiments. The experimental
results are shown in the Table III. From the experimental re-
sults, the residual connection can significantly improve network
performance. And the training becomes more efficient due to
the nature of the structure itself. The performance of the three
multiscale prediction methods is similar, and “concatenate and
predict” is slightly better than the other two. This is possible
because the “concatenate and predict” method gives different
weights to the feature maps of different scales, so that it can
adjust the weights adaptively according to the size of the object
scale of the datasets, and give more weight to the feature maps
that are most conducive to prediction. The remaining two can

TABLE III
EXPERIMENTAL RESULTS OF DIFFERENT CONNECTION AND MULTISCALE

PREDICTION METHODS

Fig. 11. Sample patches from Vaihingen dataset.

be regarded as special cases where all feature map weights are
the same, and converge faster. Since the calculation amount of
the three methods is very small compared to the entire network,
we choose “concatenate and predict” by default.

F. Experiments on Benchmark Vaihingen

In order to further verify the effectiveness of SNLRUX++,
we conducted experiments on the remote sensing segmentation
benchmark Vaihingen [51]. The Vaihingen dataset was provided
by the German Society for Photogrammetry, Remote Sensing,
and Geoinformation (DGPF). The spatial resolution of the image
is 9 cm. This dataset has 33 high-resolution remote sensing
images with different sizes, the average size of which is about
2000×2500. We used the same experimental configuration as
before, cutting the images into 512×512 patches. A total of 2554
patches were obtained, which is much larger than the dataset
from [48], so we only trained for 150 epochs. We randomly
select 25% of patches as the test set, 25% as the validation
set, so the ratio of training set, validation set and test set is
2:1:1. This dataset has a total of six label categories. In order
to focus on the building extraction task, we set all categories
except buildings as the background. Some sample patches are
shown in Fig. 11. Compared to the previous dataset, Vaihingen
has a higher spatial resolution, which makes the details of the
buildings more prominent. Also the dimensions in the images
are larger, which makes the task of building extraction easier.

Table IV shows the experimental results of different networks.
Fig. 12 provides some visualization results. As a whole, all mod-
els have better results on this dataset than before. This indicates
that the number and spatial resolution of remote sensing images
can significantly reduce the difficulty of building extraction. Our
SNLRUX++ still maintains its best performance. This indicates
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Fig. 12. Some visualization results on Vaihingen. Best view it on screen and zoom in. (a) Images. (b) GT. (c) UNet-8s. (d) UNet++. (e) DeepLabv3. (f) SNLRUX++.

TABLE IV
EXPERIMENTAL RESULTS OF DIFFERENT NETWORKS ON VAIHINGEN [51]

that the proposed method maintains its effectiveness in both
small and large datasets. UNet-16 s outperforms UNet-8 s on
this dataset, which verifies our hypothesis that deeper networks
are more advantageous when the objects in the images are
larger in size. Models that are prone to overfitting, such as HR-
Net and BiSeNet, have significantly improved performance on
this dataset. This illustrates that the increase in data volume can
effectively mitigate model overfitting, but the cost of acquiring
data in remote sensing images is often enormous, making these
high-capacity models perform poorly. Due to the larger building
size, the dilated convolution method DeepLabv3 performs better
on this dataset compared to the previous dataset. When the
spatial resolution is higher, the semantic correlation between

objects becomes higher, resulting in a better performance of the
expanded receptive field approach.

V. CONCLUSION

In this article, we proposed a new end-to-end deep learning
network SNLRUX++ to solve the problems encountered when
general segmentation models were transferred to high-resolution
remote sensing images building extraction task. We explored
the feature map fusion methods and proposed a cascaded mul-
tiscale feature fusion method to improve the performance of
the network on small but numerous buildings. We proposed
selective nonlocal operation to establish long-range contextual
dependencies. It alleviates the introduction of additional noise
and the huge amount of calculation caused by using nonlocal
operation directly on the entire feature map. We used mul-
tiscale prediction as deep supervision, which makes training
more stable and accelerates network convergence. And used
the prediction advantages of feature maps of different scales to
improve the network’s performance for different scale buildings.
We conducted comparative experiments of different methods
and ablation experiments of the ResUNeXt++ components on
the public dataset [48]. Further experiments on Vaihingen seg-
mentation dataset also prove the generality of our method.
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