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Abstract

Heterogeneous base stations (e.g. picocells, microfeftstocells and distributed antennas) will become increas-
ingly essential for cellular network capacity and coverddp until now, little basic research has been done on the
fundamentals of managing so much infrastructure — muchwiglanned — together with the carefully planned macro-
cellular network. Inter-cell coordination is in principda effective way of ensuring different infrastructure caments
behave in a way that increases, rather than decreases, trpudility of service (QoS) metrics. The success of such
coordination depends heavily on how the overhead is shamdl the rate and delay of the overhead sharing. We
develop a novel framework to quantify overhead signalingifder-cell coordination, which is usually ignored in
traditional 1-tier networks, and assumes even more importance in nieftheterogeneous cellular networks (HCNS).
We derive theoverhead quality contoufor generalK-tier HCNs — the achievable set of overhead packet rate, size
delay and outage probability — in closed-form expressionsamputable integrals under general assumptions on
overhead arrivals and different overhead signaling methjpdckhauland/orwireles. The overhead quality contour
is further simplified for two widely used models of overheadvals: Poissonand deterministicarrival process. This
framework can be used in the design and evaluation of any-@efé coordination scheme. It also provides design

insights on backhaul and wireless overhead channels toldapdcific overhead signaling requirements.

I. INTRODUCTION

Heterogeneous cellular networks (HCNs) — comprising mdiase stations (BSs) and overlaid infras-
tructure (e.g. picocells, femtocells and distributed ants) — have recently emerged as a flexible and
cost-effective way of handling the exploding and uneverelgss data traffic demands, which are expected
to increase indefinitely [1]=[3]. By improving network cagig and coverage with significantly lower capital
and operational expenses, such networks are gaining malusibomentum as both a short-term tactic and a

long-term strategy.
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A. Inter-cell Coordination Techniques in HCNs

The management of HCNs is significantly more difficult thae traditionall-tier macrocell case, which
is already considered challenging. The different kinds 86Biave distinct spatial densities, transmit powers,
cell sizes, and backhaul capabilities. Further, the oieeilarastructure will often be added over time in
ad hoc locations/ [1]-]4]. Centralized control of all thes8Binvolves a potentially enormous amount of
overhead messaging and is considered impractical. Detizett inter-cell coordination is in principle an
effective way of organizing HCNs for coordinated multippf@OMP), cooperative scheduling and handoffs.
In general, inter-cell coordination enables neighboriatiscto successfully co-exist and allows cooperative
gains [%], which includes improvements to signal-to-ifeéeence-plus-noise ratio (SINR), spectral efficiency
and/or outage rates.

Many coordination techniques are shown to have large catipergains in theory. However, the as-
sessment of these gains usually ignores the inherent casteshead sharing: the overhead (e.g. CSI and
user scheduling) is shared at limited rate with quantiragaor and delay 6], [7]. Practical concerns on
overhead lead to non-trivial gaps between real and theatatboperative gains. An example is downlink
joint processing COMP in the-tier case, which ideally introduces a multi-fold throughpmprovement
[5], [8], [9]. However, industrial simulations and field tisashow that real throughput gain is disappointing
— less tharR0% — and the major limiting factor is sharing CSI and other oeadhamong cells [6]] [7]/ [10],
[11]. Mathematically, the achievable gain is a function gtdhead parameters: T), the overhead packet
interarrival time (the inverse of which is overhead paclkeet); 2) B, the overhead packet bit size; and3)
the overhead delay. It is therefore important to evaluatgemtive gains in terms of the achievable values

of these overhead signaling parameters.

B. Previous Models for the Overhead Parameters

The model of limited overhead bit rate, which is the proddawerhead packet rate/E[7| and packet size
B, is previously considered for wireless overhead signgir®j. It is not considered for backhaul signaling
in the traditionall-tier macrocell case (except that overhead includes ugar[#&], [14]), assuming macro
BSs are equipped with high capacity backhaul. However, itds always the case for BSs in HCNs. In
particular, femtocells must leverage third-party IP babedkhaul (e.g. DSL and cable modem) that is
aggregated by a gateway and so has much lower [rate [1], [15].

Besides average rate, the natural dynamics in overhearhint@l time 7 are often ignored. In coor-
dination techniques where inter-cell overhead is drivennfluenced by unplanned incidents (e.g. during

inter-cell handoffs overhead is generated when a useresassdl boundaries), the interarrival tirfievaries



over time. However, previous works simply assuffi@s a constant value (e.g. several symbol time [16]).

Perhaps the most important piece missing from previous sviskan appropriate model on overhead
delay D in general multi-tier HCNSs. Inl-tier macrocell case, the backhaul interface between beigg
BSs is modeled as nearly delay-free [5], [8], [9],/[17]. Thssumption may hold if macrocells are directly
interconnected by high speed Etherniet|[11], but is far fraality in most network configurations![6],
[7], [18]. More than likely, it is not applicable to overlalBSs with generally lower capacities and more
complicated protocols [1]| [15]. For wireless signalingy(eto-be-defined overhead channels in LTE-A), the
overhead delay is also very different from thdier case due to distinct statistics of spatial interfeeem
HCNs [19]-[22]. With even moderate mobility, delay in siddarmation results in an irreducible performance
bound that cannot be overcome even with much higher rate amd frequent overhead messages [23].

In short, the appropriate models on overhead parameterailti-tier HCNs are currently missing but of
critical importance for the design and evaluation of coeation techniques. It is thus desirable to develop
a general framework to quantify the feasible set of overldmeters7, B, D) as a function of various

HCNSs setups, rather than heuristically for each possibtearé& realization.

C. Contributions

In Section II, we develop general models for the overheadrpaters in HCNs: 1) a Gamma distribution
model on overhead interarrival timyg which contains two important and opposite special casgsrministic
andPoissonoverhead arrivals; 2) queuing models on backhaul servays gwitches, routers and gateways)
to characterize backhaul overhead defgyand 3) a stochastic geometry model on HCN spatial intanfare
to characterize wireless overhead dely

From such models, we propose a novel framewarirhead quality contouio quantify feasible overhead
parameterg7, B, D) as a function of overhead channel realizations and overbeddls. We derive its
general expressions in computable integrals for backi&edt{on 11l) and wireless overhead signaling (Sec-
tion 1V), which are simplified to closed-form results in twadely assumed overhead arrivatketerministic
and Poisson We show mathematically and through numerical simulatithiag previous models, compared
with our framework, are over-optimistic about achievablerbead rate, delay and outage probability, which
explains the non-trivial gaps between their predictiond #re real cooperative gains.

The overhead quality contoucan be leveraged for the following general purposes.

The Evaluation and Optimization of HCN Coordinations. Theoverhead quality contoutan be directly
used for the analysis of specific HCN coordination technégig determining: 1) the feasibility of these

techniques, i.e. if their overhead requirements (e.g.lmamt outage below some threshold) lie indherhead



quality contour 2) if feasible, their possible overhead signaling optjoins. achievable set of7, B, D)
in different overhead signaling methods (backhaul and/weless). The gains of proposed coordination
techniques can then be maximized by choosing the apprepradrhead signaling option.

The Design of HCN Overhead ChannelsDuring the deployment of HCNs, the proposed framework
is also useful in providing design insights on overhead nkasetups to facilitate inter-cell coordinations.
Based on the overhead quality contour, we derive tight lolernd in Section Ill on backhaul servers’
rate as a function of overhead signaling requirements aclhaal connection scenarios (i.e. the number
of backhaul servers). Similarly, the lower bound on wirsleserhead channel bandwidth is characterized

in Section IV. The optimal setups to achieve these lower Heware also identified.

[l. SYSTEM MODEL

A heterogeneous cellular network — comprisifig types of base stations (BSs) with distinct spatial
densities and transmit powers — can be modeled &stigr network, with5;, denoting the set of BSs in the
k' tier. For example, high-power macrocells overlaid with slmmand lower power femtocells are referred
as two-tier femto networks [24]. The locations of BSs (eigo@and femto BSs) in each tier can be modeled
by an appropriate spatial random process, since theiritosaare usually unplanned. Surprisingly, it is also
a reasonable model for HCNs including macro BSs, providimgnaich accuracy as the widely used grid
model as compared to a real BS deploymént [19]-[22]. Thezefwe assume all tiers are independently
distributed on the plan®? and BSs inB, are distributed according to Poisson Point Process (RRP)
with intensity ;. Note that this assumption only affects the SINR charazaéon of the wireless overhead
channel (i.e. its CDF/{-} in Lemmall), while our results on overhead signaling holdeundirious SINR
distributions.

In a K-tier network, a base statioBS, intends to coordinate with its neighboring base stafit#),,
from whom it receives the strongest long-term average pdwlich means strongest interference if not
coordinated). Therefor&S, needs to constantly know the key parameterB®f, such as its user scheduling
and/or the scheduled user's CSI. Suppose during each @aderkignaling slot,BS,, compresses these
parameters (e.g. by quantization and coding) into an oeerlpacket ofB bits and transmits it t&3S,. To
quantify the feasible set of overhead paramet&rsB, D), we describe the models on overhead interarrival

time 7 and delayD in the following.

A. Overhead Message Interarrival Time

Assumption 1: The overhead arrival is assumed to be a s@atyohomogeneous arrival process with
packet raten, i.e. the packet interarrival times have the same distithuwith E [7] = 1/7.



At its most general, we assume the interarrival time is gardistibuted with parametek/

, 1
M) L
T Gamma(M, 77) . (1)

For various values of\/, the average interarrival time is stifl [7*)] = 1/5. This model of7 includes
two widely used models on overhead arrivals as special cds¢srministic and Poisson arrivals.
Deterministic Overhead Arrivals. The interarrival time7 can be a constant determined By, and
BS,, based on standards or other agreements. An example isjegquency allocation in LTE: base stations
utilize certain preamble bits in each frame as their co@iilim message, to specify the frequency allocations
for their users’ data in this frame. Therefore the overheas$sage is generated in evely ms (i.e. each

LTE frame) [25]. In [1),M — oo gives constant interarrival time
T LT =1/, )

where % means convergence in distribution.

Poisson Overhead Arrivals. The interarrival time7 can also be random, determined by the users or
other cells rather thaBS, and BS,, themselves. An example is user cell associations. As thes usam
around, they choose their serving cells based on certainamencluding received power and congestion.
Such choices will change the cell parameters (e.g. usedsathg and resource allocations) BS,,, which
means a new overhead message should be generated and shiar&$,wvThe overhead arrivals are thus

random and often modeled as Poisson process with expohieégrrival time

T ~ exp(n). 3)

It is known that exponential distribution is also a specade of [(1) withA/ = 1.

These two special cases of practical interest provide lmsigto two opposite extremes since for a given
rate, deterministic arrivals are the least random whiles§m arrivals are the most random (maximum
entropy). An arbitrary overhead arrival model is therefooeinded by these two extreme cases (which also
have practical significance).

B. Overhead Delay in Backhaul Network

In HCNSs, the backhaul connection between BSs are likely talibberse as shown in Figl 1. In general,
backhaul overhead delay comprises two parts: 1) latenooes $witches, routers and gateways (generally
termedbackhaul serveis and 2) the transmission delay of the wire (e.g. fiber lined eopper wires) or
wireless links (e.g. microwave). The latter kind of latensyquite small and often neglected. For example,

as the backhaul path between clustered picocells or cadddaSs contains few servers, the backhaul delay



can be as low a$ ms [18], [26], [27]. The backhaul network can therefore basomably modeled a¥
tandem servers.

Assumption 2: A backhaul server drops overhead message(#} isystem upon the arrival of new
overhead, i.e. overhead messages do not queue at any baddraers.

In this paper, we do not assume any retransmission for oadripackets due to their time sensitivity.
Therefore once observing new overhead arrivals, the batldevers know that existing overhead packet
are outdated and should be dropped.

Assumption 3: We assume the backhaul servers have expirsaniiice time, theé'® of which allocates
bit rate x; to overhead packets.

Note that the parametefs:;} in Assumptiori 8 are dependent on the scheduling policieacktaul servers.
In the following, we list a few common examples.

Example 1: (Pre-emptive Schedulindh this case, servers recognize the extreme delay sahsiaf
overhead packets and identify them as the highest pria@t§id. Thus, overhead will be served before all
other traffic in a pre-emptive way [28] and its allocated ratés indeed the total service rate™?,

Example 2: (High Priority Schedulingpervers identify overhead as a real-time flow with stririgkziay
and serve them before packets with an elastic delay reqaireife.g. non-real-time traffic such as web
surfing) [29]. Suppose other real time traffic is Poisson widtal rate ", the bit rate experienced by
overhead packets will bg; = ;0@ — .

Example 3: (Equal Priority Schedulingpll traffic is scheduled with equal priority at the serveldis
is close to the worst case since the delay sensitivity of feeal traffic is ignored_[29]. Suppose the data
traffic are Poisson with rate?, we then have:; = ple® — 19,

2

Under Assumptiof]2 and 3, the overhead delay fromithéackhaul server is

D; ~ exp (%) , 4)

where y; is the effective bit rate ang; is thus overhead packets rate per second. For overhead gesssa

not dropped during transmission, the end-to-end backhalalyds

N
D= ZDi. (5)

The values ofV and % in (8) depend on the specific backhaul configurations betvizgnand BS,. For
the backhaul connection between macro BSsijs typically around10 to 20 and p;/B is thousands of
packets per second [18]. In the most general case, the ctiveutstribution function (CDF) of dela® is

very complicated and still under investigation [[30], [[31. our paper, we consider a scenario of practical



interest:y; # p; for anyi # j. The CDF is then
F(d, B, {u}Y,) =P(D < d) = iai(l — e md/B) wherea; = [] ——. (6)
i=1 j#i Hg — Hi
We now derive an important property ¢f;} in below, which will be frequently used in the sequel.
Property 1: 3", a; -4 = [, 44, Vo > 0.
Proof: See Appendix“A. [

In this subsection the overhead delay in backhaul signadingodeled and its CDFF () is also derived.

In the following, we characterize wireless overhead debaysing our SIR results [22] i -tier HCNs.

C. Overhead Delay in Wireless Overhead Chaﬁnel

The wireless channel can be modeled as
h(z) = gL|x|™%, (7)

whereg is the short-term fading, is the wall penetration loss (e.g. femtocells are usualpiaeed indoors),

x is the Euclidian distance between transmitter and receareta is the path loss exponent. In this paper,
we consider i.i.d. Rayleigh fading with unit mean power, ye~ exp(1). Denote P, as the transmitting
power of BSs in the:!" tier while o, and L, as path loss exponent and wall penetration of their channels
to BS,.

As mentioned before3S, chooses to coordinate witBS,, if it receives the strongest long-term (i.e. with
fading averaged out) power fromS,,. The received signal-to-interference ratio (gm BS, under this
model is derived in following lemma. See Lemmand2 and Theoreni in [22] for proof.

Lemma 1: [22] The probability thatBS,, associates wittk!" tier is

K
T exp (—ﬂ' Z Aj ]%-Z/aj x2/df> du. (8)

j=1

P(BS, € By) = 2\, /

x>0

LIt is important to clarify the fundamental differences ofreless backhaul (e.g. connect BSs to core network throughowsdve) and
wireless overhead channel. In the former case, the micr\iak is interference free and has large capacity [27], metloead will be routed in
the backhaul network. In the latter case, overhead is djrebared betweelS, andBS,, without routing, but the wireless overhead channel
has much lower capacity (because of interference and ofiast@ined bandwidth).

2Conventional cellular networks are generally interfeeetimited while thermal noise is negligible. Interfereriseeven more significant

in HCNs due to the overlaid BSs, generally of high densityerEfore, in this paper we neglect thermal noise.



Thus, the received SIR &S, is

a{8} 2 P(SIR< B|BS, € By)

K
271-)\].;; Az/av 0/
=l-5me 75y - NP1+ Z W24 | g 9
P(BS, < By) /Dox exp< W; P (1 + Z2(8,4))x z, (9)
where ; = 2% and a4, = % and

& 1
~& 1+ u/? o

2(8,05) = f /ﬁ (10)

The functiong,{-} in Lemmall is expressed in its most general form and can béfisantly simplified.

For exampleg, {8} =1 — —= ) when all path loss exponents are the same (See Cordlanf22]).

1+ 2B,

Similar to Assumptiofl2 for backhaul signaling$,, can be reasonably assumed to drop existing overhead
packets upon the arrival of new overhead. The overhead tmé¢keot dropped during transmission, therefore
experience delay given by

B
D —
Wlog(l+ SIR)’

where B is the overhead packet sizB] is the overhead channel bandwidth and the distribution &f iSI

given in [9).

(11)

D. Fundamental Evaluation Metric

With overhead interarrival tim§ and delayD modeled, we here define overhead outage

Definition 1: An overhead message is successful if it arratebe destinatioBS, before being outdated
(i.,e D < T, since an overhead is not outdated until a new one is gengratied before a hard deadling
(i.,e. D < d). Otherwise, it is defined as in outage.
The outage defined above is the probability that an overhézak lis not fully received before a certain
deadline specified by the coordination techniques. It i®@udthe overhead block error, not including the
effect of coding and complicated overhead transmissioarsels([23]. Based on Definition 1, the fundamental

evaluation metric of this paper — tloeverhead quality contouis thus defined as
Q, ={(T.B,d.p.): p.=1-P(D<T,D<d)}, (12)

where7 is the overhead interarrival timé is the overhead packet sizéjs the required overhead deadline
(i.e. maximal tolerable delay), and is the corresponding outage probability. Note that theyd&lds fully
characterized byl andp., and thus is not explicitly included i@,.

This metric above determines the feasible set of overheaanpsers{7, B,d,p.} as a function of

overhead signaling configurations in HCNs (e.g. overheadahiprocess and channel parameters). It can be



used to identify the feasibility of various coordinatiorch@iques (i.e. if their overhead requirements lie in
theoverhead quality contodyrand quantify their possible overhead signaling optionaldo provides insights

on overhead channel configurations to handle overheadlsigras required by specific HCN coordination
techniques. In short, as will be illustrated in Section IhidalV, this framework can be leveraged for the

evaluation and design of coordination techniques and HC&thmad channel setups.

1. OVERHEAD QUALITY CONTOUR IN BACKHAUL SIGNALING

This section presents the main results for backhaul ovdre&maling. Theoverhead quality contouis
guantified whenBS,, and BS, share overhead through their dedicated backhaul. The batkietwork is
in general modeled a8’ tandem servers with overhead packet processing {rat¢B5, ..., ux/B}. The
specific backhaul configurations (i.e. the valuesNofand {y;}) are heavily contingent on the types of
BS, andBS,,, which we will discuss in detail in the numerical results. Yet consider the general case of
overhead arrivals with gamma distributed interarrivaldir/e then focus on the two special cases previously

identified: 1) deterministic overhead arrivals; and 2) Boisoverhead arrivals.

A. General Case and Main Results

Theorem 1: For backhaul overhead signaling betw®&s) and BS, with interarrival time7 ~ Gamma

<M, ﬁ) the overhead quality contour is

_ N V(M Myd)\ ey (M, Myd+57) (- My A\
Qo_{(T,B,d,pe)-pe—;&i [(1— F(M) )6 + F(M) <M77—|—%) ]}7

(13)
where {a;} are defined in[(6)I'(-) is the gamma function and()/, z) is the lower incomplete gamma

function given by

v(M,z) = / tM=1e=tdt. (14)
0

Proof: See AppendixB. u
Theorem[ ]l quantifies all plausible overhead parametersctratbe supported by given backhaul con-
figurations. Since many coordination techniques often redditional requirements on several overhead
parameters (e.g. requiring < 0.1), their feasible overhead sets are strict subset® ofin theory, these
subsets can be determined from Theofém 1 by, for exampleictegy p. < 0.1 in (13). However, it is
computationally hard in practice to derive feasible set®f B, d) under a given outage requirement. In the
following, we derive simpler bounds oh (13), which can beilgassed to characterize the feasible set of

several overhead parameters given others.
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According to its definition and observations from Theofenthk outage probability. is an increasing
function on the overhead ratewhile a decreasing function on the deadline requirerdeor example, the
outage probability is zero whepn— 0 andd — oo as shown in Theorefm 1. Therefore, it has the following
two lower bounds.

Lower Overhead Rate: By letting the overhead packet ratego to zero, overhead packets have very long
lifetimes (i.e.E[T] = 1/n — oo) and overhead outage only comes from the probability of neéting the

hard deadline (i.eD > d).
N

DPe Z Z aie_md/B =1- 'F(da B7 {Ml}‘z]\; ) leb 1' (15)

=1
Relaxed Delay Deadline By letting delay deadline go to infinity, the overhead delay deadline is relaxed

and outage only comes from the probability of being outdaledng transmission (i.eD > 7).

M
A b2
e > = p)”. 16
Z (i) 2ot (16)
Remark 1: For backhaul signaling, a Iower bound for overheadage probability is

pe > max (p2*, p?), (17)

wherep!®! and p!*? are given in [15) and(16) respectively.

The lower bound in RemailK 1 is achieved under deterministizads (stated in Remarkl 2) and fairly tight

under general arrivals (shown in Section V). With much sifigal but still accurate results, Remalrk 1
can be leveraged to estimate feasible overhead sets faugacoordination techniques. For example, for
coordination techniques requiring < 0.1, the feasible set of7, B, d) can be easily determined by solving

max (plebl,pib 2) <0.1.

It is interesting to compare feasible overhead paramétérd3, D) quantified by our framework with
previous works. Without the model capturing the randommessterarrival time,7 is implicitly assumed
as the constant/n. Overhead backhaul deldy in (5) is often neglected or simply assumed as the average
latency

N
—E ;Di] ;E (18)
Under the above simplified models, tbeerhead quality contouwill reduce to

N
Q, = {(T,B,d,pe) pe=1-P(D<T,D<d)=1-1 (ZE gmin(d,l/n)>}. (19)

i=1
Obviously the feasible overhead parameters defined_ih (d®©)vastly different from[(13). For example,

under given backhaul servers’ ratgs;}, overhead outage i (IL9) can be zero under finite valuesafd
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1/n. However, the lower bound in Remdrk 1 shows that= 0 iff d — oo and 1/n7 — oo. In short, the
natural randomness ifi and D crucially determines the feasible overhead signaling amanst and will be
discussed more in Section V.

In general, theverhead quality contou®, can be leveraged for the design and evaluation of coordimati
techniques in HCNs. For example, in below we provide backdasgign guidelines to effectively support
overhead signaling required by coordination techniques.

Corollary 1: For a given overhead requireme(il’, B, d, p.) from coordination techniques, the backhaul

configuration, i.e. the values df and {;}, must satisfy the following inequalities

i (L= p) (N~ L) (20)
i MBVI=pe (21)

(M+N 1) . m

N ) . . . .
where i is the average service rate = &Tl“ and~~(z, N) is the inverse incomplete gamma function
given by

=y(N,y) = /y tNleTtdt & y=~""(x, N). (22)

Proof: See Appendix . ’ [
Corollary[1 shows a surprisingly simple dependence of bagklconfigurations vs. overhead quality

requirements: the lower bounds pf— the average bit rate of backhaul servers — are proportimntie

overhead packet sizB and arrival rate; while inversely proportional to the delay deadliieSuch lower
bounds are expected to be tight, since they are based ongihiebbunds in Remarkl 1. As seen from
the proof, the lower bound can be indeed achieved under: teyrdmistic overhead arrivals; and 2) equal

backhaul rate allocation (stated in Rematk 3).

B. Special Cases: Deterministic and Poisson Overhead Algiv

Corollary 2: For backhaul signaling under deterministicestiead arrivals, the overhead quality contour

is

Q, = {(T,B.d.p.) : pe = 1 — F (min(d, 1/n), B, {u:}|1X,) } - (23)
Proof: Deterministic overhead arrival corresponds to the casg efGamma(M, 7 ) with M — oo.

Before we proceed to derive overhead rate and delay conteerstate two important results below.

. Mn M T z/n . _ o~/
]Jfﬁloo(MnH) = A (“m o @)
Mz M 1 e
M, M d

i YO M) o L 1@ >). (25)

M—o00 F(M) M—o0 f uM—le—u dq,



12

(

Based on the equations immediately above, the outage phtypgh is derived by lettingM/ — oo in
Mn )M]

Theoren1L.
N id
g M, Mnd + &£
e = lim a, (1_7(M,Mnd))€_ Bd_i_V( na + B) _
Moo £ (M) P(M) Mn +
N .
=3 |(1= 1nd > 1))e P 4 1(nd > 1)e |
i=1
N »
> ae B d>1/n
— 2]:\71
a;e B d < 1/n
i=1
=1— F (min(d, 1/9), B, {u:}|1Z,) (26)
[ |
Under deterministic overhead arrivals, the lower bopfid in (18) is simplified as
al My \M @& '
b2 _ . @ e b =1—F(1/n, B, {}|L 27
De Mlinoo;al MT] + ,Uz/B ;&26 ‘F( /777 7{:ul}|z_1)> ( )
where (a) holds directly from_(24). Combining the two loweubds under deterministic overhead arrivals,
0?) =1 — F(min(d, 1/n), B, {ui} ;) (28)

i.e. (I5) and[(2l7), we have
max (p!, pl
It is important to note that the lower bound aboveeiactlyp. given in Corollary 2.

Remark 2: Deterministic overhead arrivals minimize theagetprobability, by achieving the lower bound

The above remark implies that ignoring the randomness irotieehead process, previous models capture

given in [17).
the lower bound on the overhead outage. Numerical resuttey shat this lower bound is not tight.
(29)

Corollary 3: For backhaul signaling with Poisson overheadieals, the overhead quality contour is
N
M
1
' Mn

)‘F(de> {Mi+773})}~
)mmM:L

o — TaB7dae: 8:1_

Q {( pe) i p (]:[1 B

Proof: Poisson overhead arrivals correspond to the special c&ﬁe@Gamma(M
e~ ndtuid/B | (1 _ g=ndtuid/B ( Ui )}

[ ( ) n+ i/ B

)

(a)
Pe = Zai
=1
N
(1 _n
n+ u;/B

®q_ Z a; (1 _ 6—nd+md/3)
i=1
N s

[

)

©q_
1/~bi+7IB
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The equality (a) comes from the fact thatl,z) = 1 — e~ andI'(1) = 1, while equality (b) holds from
Property[1 (lettingr = 0). See the proof of Properfy 1 for equality (c). [ |
For a given sum of service rat@iN:1 w; = C, the delay CDFEF(d, B, {u;}|Y.,) is maximized for any
d and B iff all service rates are equal, i.e; = i = C/N (1 < i < N). Therefore equal rate allocation
among backhaul servers minimizes the overhead outage ulederministic arrivals in Corollaril2. It is
also the optimal choice for Poisson overhead arrivals seeitusimultaneously maximizdg | iop and
F(d, B,{u; + nB}|X,) in Corollary[3. Such a conclusion in fact holds under genekadrhead arrivals.

The maximized CDF implies that the deldy is stochastically minimized. The outage probability =
1 —P(D < T,D <d) is therefore minimized, independent on the overhead ampracess.
Remark 3: For a given sum of service rates, equal rate aliocaamong backhaul servers minimizes the
overhead outage, independent on overhead arrival process.
Remark 2 andl3 together imply that the overhead outage ismrad when overhead arrivals are determin-

istic and backhaul servers have the same overhead processing.rate

IV. OVERHEAD QUALITY CONTOUR IN WIRELESS SIGNALING

Dedicated wireless links (e.g. out-of-band GSM or to-bBrgel overhead channels in LTE-A) are also
leveraged by coordination techniques to share overhegd@&I feedback). Since the radio environment in
HCNs is very different from -tier macrocell case, the wireless overhead channelsmirases characteristics
such as SINR distributions. In this section, we quantify ererhead quality contoufor wireless signaling
in HCNs. As seen from Section Il, the wireless link delay isitgagent on which tie3S,, belongs to. In
this section, denote the tier index Bf,, ask (1 < k < K).

A. General Case and Main Results

Theorem 2: For wireless overhead signaling betwésh, and BS, with interarrival time 7 ~ Gamma
<M, ﬁ) the overhead quality contour is
d —Mnz
D) s + [ a2
where 3(z) = exp (Z22) — 1 is the required SIR for overhead deadlimeand the subscript k is the tier
index ofBS,,.
Proof: See AppendixD. u

Theorem P quantifies the possible pairs(@f, B, d, p.) for arbitrary wireless overhead channel setups.

Q, = {(T, B,d,p.) : pe = {1 — dx} , (32)

However, for the same reason stated below Thedrdem 1, weedsiniwpler bounds 0@, in (37).
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Remark 4: The overhead outage in Theofém 2 can be bounded as

max(g{B(d)}, Ela{8(T)]) < pe < {1 - %] s {B(d) + %

Using the same argument in Section lll, the lower bound onrtmed outage can be achieved by letting

(32)

n — 0 or d — oo. The upper bound op. can be found based on the fact tha{-} < 1. By restricting
several overhead parameters [n](32) as required by codiaintechniques, the bounds determine their
feasible overhead sets in an easier way than Thebfem 2.

Remark{ 4 shows the clear dependence between overhead gutagd the distribution of SINR¢({-}
function) and7 (v(:) function). Therefore with appropriate models on SINR andrbead interarrival time
T, the overhead quality contoum Theorem[2 provides more accurate insights than previooiksvon
feasible overhead parameters in HCNSs.

Corollary 4: WhenBS's of all tiers have the same path loss exponenfor a given overhead requirement
(T, B,d,p.) from coordination techniques, the bandwidthi of wireless overhead channel must satisfy

following inequalities

W B (33)

_dlog<1+ () )

(1_pe)a/2

where((a) = (2 csc 22) 2,
Proof: See AppendixE. u
It is generally hard to provide design guidelines for wissleverhead channel (e.g. the bandwitith
directly from theoverhead quality contouor even its bounds. This is mainly because of the complicated
expression ofy.{-} as in Lemmdl. In Corollari]l4 we discuss it in a special caserevhg{-} can be

simplified. The discussion under general formgp{-} will be left to numerical results in Section V.

B. Special Cases: Deterministic and Poisson Overhead Algiv
Corollary 5: For wireless signaling with deterministic abead arrivals, the overhead quality contour is
Qo ={(T,B.d.pe) : pe = q{ 3 (min(d, 1/n))}} . (34)

Proof: Based on the proof of Theoremh 2, overhead outage under datstimoverhead arrival is

d
) ~v(M, Mnzx)
pe=1— lim {1 -7
0 I'(M)

M—oo

} dP(D < z)

=1- /d[l —1(nz > 1)|dP(D < x)
=1—P(D < min(d, 1/n))

= qe{f(min(d, 1/n))}. (35)
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Corollary 6: For wireless signaling with Poisson overheadizals, the overhead quality contour is

d
0, - {(T, Bod,pe) : pe — e Mo {8(d)} + / qkw(x)}ne-mdx} . (36)

Proof: The proof follows simply by replacing the general expressjo), x) with v(1,z) =1 —e™".
u
The results oroverhead quality contoun Theoreni 2 are greatly simplified in these special casedetUn

deterministic arrivals, the lower bound @n in Remarkl 4 reduces to

max(qx{5(d)}, Elge{ 8(T)}]) = max(q{B(d)}, ¢r{B(1/m)}) = {8 (min(d, 1/n))}. (37)

It is seen that, similar to backhaul signaling, determiaiatrivals are also optimal in wireless signaling. In
other words, ignoring natural randomness in overheadasrieads to underestimation of wireless overhead

delay and outage, which is non-trivial as shown through migakresults below.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we consider &tier heterogeneous network as shown in Fig. 1, comprisimgekample
macro (tierl), pico (tier2) and femto (tier3) BSs. Notation and system parameters are given in Table .
Supposa3s; is a pico BS. According to the tier index &S,,, the overhead quality contouis investigated
in the following three scenarios.

Scenario |: BS,, belongs to15t tier. The backhaul path between pico and macro BSs includes balckha
servers from the core network and the picocell aggrega®mrM = Ny + 1.

Scenario Il: BS, belongs to2"4 tier. Since nearby pico BSs are often clustered by sharing the same
backhaul aggregator[3], the number of backhaul servemsdetBS, and its neighboBS,, is N = 1.

Scenario Ill: BS,, belongs to3*9 tier. The backhaul servers between pico and femto BSs consiseof th
picocell aggregator, the femtocell gateway, and those fitwencore network and femtocell’'s IP network, i.e.
N =2+ Ney + Nyp.

In all three scenarios, we assume all backhaul servers haveame rat@ for overhead packets, which

is optimal per Remark]3.

A. Overhead Quality Contour in Backhaul Signaling

Q, vs. Backhaul Configurations. The overhead quality contouin various backhaul configurations
(i.e. number of backhaul servers and their ratei) is shown in Fig[ 2 andl3. Obviously, the overhead

outage decreases as the number of servers decreases aed/oate/: increases. However two important
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observations are worth noting: 1) reducing the number oklhail servers is critically important since the
outage in scenarios IIN = 1) is way below the other two scenariod (> 10); 2) it is difficult to ensure
very small outage (e.qn. < 0.1) purely by increasing backhaul servers’ ratesince the outage curve in
Fig.[3 is almost flat in the region qf, < 0.1. Under this circumstance, our conjecture is that apprtpria
retransmission schemes and certain level of coding shdstdkee deployed for further outage reduction.

Insights on Backhaul DeploymentsAccording to the specific overhead requirements, the minimate
of backhaul servers is derived in Corollady 1 based on thetdwound in Remark]1. This bound is achieved
under deterministic arrivals (as stated in Renidrk 2) bupected to be loose under Poisson arrivals — the
opposite extreme of deterministic. However Hifj. 2 shows tha fairly tight even for Poisson arrivals,
especially in small outage region (i.e. < 0.1) of practical interest. Therefore, the results in Corglldr
provide accurate guidelines on the deployment of backheesth@ad channels in HCNSs.

Comparison with Previous Models.Fig.[2 also shows the appreciable difference in overheadgeut
between Poisson and deterministic arrivals. For examplh, the same overhead rate t packets/sec in
scenario lll, deterministic arrivals incur.1 outage (usually an acceptable packet error percentagdg¢ whi
Poisson arrivals incud.3 outage (generally unacceptable). In short, the randomnesgerhead arrivals is
an important factor for overhead signaling characterzatut missed from previous works.

Fig. [4 shows the more comprehensive comparison of our eesuth previous simplified models in
scenario Il. It is seen that previous simplified models, rgm the randomness in overhead arrivalsd
backhaul delay, are highly inaccurate even though theiretiyithg assumption of low-latency backhaul
interface is satisfied in scenario Il (mean delaylisns). Under an outage requirement of, for example,
pe < 0.1, they predict that backhaul channel can support upstbpackets/sec, which in fact is betwe&h

(Poisson arrivals) andl25 packets/sec (deterministic arrivals).

B. Overhead Quality Contour in Wireless Signaling

Q, vs. Overhead Channel ConfigurationsFig.[8 shows the overhead outagein three scenarios, i.e.
different types ofBS,,. For a given arrival process, the outage curves of diffeseeharios are very close
to each other. It is somewhat counter-intuitive since déifé types ofBS,, have different powers, path loss
exponents and wall penetrations. The underlying reasonesdnom the fact thaBS,, has the strongest
received power aBSy. If it has low transmitting power, large path loss exponemd avall penetration, it
must be close t®S,. Thus the statistics of overhead channel betwiggn andBS, are roughly independent
of the types ofBS,,, and so is theverhead quality contour

Fig.[8 illustrates the outage vs. wireless overhead channel bandwitith The observation here is similar
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to Fig.[3: increasing bandwidth can easily reduce outagebtmte).1 but is not a cost-effective way for
further outage reduction. Therefore, retransmissionreelse coding and diversity techniques will be useful
in this situation.

Insights on Wireless Overhead Channel DeploymentAssuming equal path loss exponents, Corollary
qguantifies the minimum bandwidi¥’ of wireless overhead channel under given overhead reqaimtam
Fig.[@ shows that such a simplified assumption is surpriginghsonable: the outage is almost the same
(with difference less thaf.02) under equal or different path loss exponents. Thus, thghtson overhead
channel deployment in Corollafy 4 are predicted to be ateuma well.

Comparison with Previous Models.Two key differences from previous models contribute to owren
accurate characterization of the overhead signaling in 8ICN the consideration of overhead arrival
dynamics, because Fig. 5 shows that Poisson overheadlsirear higher outage than deterministic arrivals
(no randomness iffi as assumed in previous models) @Y5 to 0.1; 2) the appropriate spatial model on
BS locations in HCNs, which is fundamental to spatial irdeghce statistics and overhead channel SINR
distributiong,{-}. The comparison of spatial models (our PPP based modelexops assumed grid model)

is extensively discussed in [19]-[22].

C. The Optimal Overhead Signaling Method

Numerical results show that in all three scenarios, thenwgdtichoices between backhaul vs. wireless
signaling are determined by two important measures: 1) tleghead arrival rate); and 2) the overhead
capacity of backhaul and wireless overhead channel, whidtefined as the inverse of average overhead

delay in [5) and[(11)

= A
1 L =Rp, backhaul overhead channel
R= =M (38)

E[D] Y E[log(1 + SIR)] 2 Ry, wireless overhead channel

Fig. [8 depicts the optimal choice in Scenario | under deteistic and Poisson arrivals. In general, the
backhaul channel is preferred for slow overhead traffic. &@ample, it can serve overhead traffic f
packets/sec with only0% ~ 50% of the overhead capacity of wireless channel. On the othed,hthe
wireless channel is more preferred for fast overhead shpa@omparing Figl.i8 (a) and (b), it is seen that

as the randomness of overhead arrivals increases, wirglgsaling becomes more preferable.

VI. CONCLUSION

This paper has presented a new framework to quantify thebleaset of inter-cell overhead delay,

rate and outage as a function of plausible HCN deploymerits ffamework allows a more realistic but
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analytically tractable assessment on inter-cell cootdinan HCNs by quantifying the inherent impact of the
overhead signaling. It also provides design guidelines GiNHverhead channels (backhaul and wireless) to
accommodate specific coordination techniques. Futurensixtes to this approach can include sophisticated

overhead retransmission schemes or overhead signalingéetmultiple (more than two) cells.
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APPENDIX
A. Proof of Property 11

For z = 0, Property_1 obviously holds, since
N

>t Z)h—EZ%hmu—wﬂwm>:f®q3xmﬂﬁn=1 (39)
i=1 =1 d=o0
For z > 0, we have

N N N
N S S R o B Bt T (@ i
;az,umL ;g — i pi T X (H )2}1 Hi (gﬂi-i-x) (40)

Note that{]] Hite }‘ Y, is indeed the coefficienfa;}|Y, in F(d, B, {u; + z}|Y,). Thus the equality (a)
holds from @)

B. Proof of Theorerhll

According to its definition, the successful overhead will he dropped by the backhaul servers. Therefore
its delay is the sum latencies from all the backhaul servens 43). With the delay CDF given inl(6), the
overhead outage is derived as

mzl—APUZ@dﬂLRMML)

—1- /Od [1 - %} dF(z, B, {ui}liL))

Mnz , M—1 o—Hiz/B
— 11— F(d, B, {m}]Y, +Za2/ (/ 76)6@ pe s

L poman VM, Mud + 1ud/B) ( Mn )M V(M Myd) iy
r() ot T

@Zaikl—w) e‘”édjty(M’MndjL%d)( M .)M] (41)

(M) M + &
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The equality (a) comes from the fact th@f\il a; = 1 (Property[1 by lettingc = 0).

C. Proof of Corollary( 1

As seen in Remark] 3, equal rate allocation minimizes thehmast outage for a given sum rate. Under
this backhaul setup, the CDF of del@yas in [5) is gamma distributed with CDF given as

o <0 - 20500 @

wherep = Z]V:Tl“ Based on the proof of Theorem 1, we have

d 7\ N ,—pz/B
0

(M) B) T(N)
=N M-1.q (M )k N-1
=1 — ’ui / &6—Mnx+ﬂx/3dx
BN(N —1)! 0 k!
k=0
@ A, aWN.pd/B) g = Myt N 1)
= e (N—DU * " BN(N - 1)l & KM+ /BN
V(N pd/B) (kN -1 N
— BEASL A - 4
max<1 N - 1] , 1 ; N_q1 JPa=p7 ), (43)

wherep = MW%Z/B. Based on the argument in Remark 1, inequality (a) followseltyng » = 0 or d = co.

For a given overhead requiremeift, B, D, p.), the value ofiz and N must satisfy

V(Naﬂd/B) — B —1

>1 - T > — pe)(N = 1)1, 44
M-1

> —E —

(b) — c V11— e

21—<N+j\\f 1)<1—p)N(:’»ﬂz MnSVI-p (45)

N (M+]<[V—1) . m
Inequality (b) follows fromp* < 1 and (c) holds by substituting back for

D. Proof of Theoreni]2

The outage probability. in wireless signaling is
pezl_P(D§d7D§T)

- /dIP’(TZ 2)dP(D < )

:1-/j{1—%}dpng)
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y(M, Mnd) f 1
=PMD>d)+——PD<d - | PD<=x dy(M, Mnx 46
As BS,, belongs to thé:'" tier, the wireless overhead delay is characterized as
B
< = < =1
P <) = F (g £0) = L 0(66) (7)
where 3(z) = exp (£122) — 1. The outage probability. then follows.

E. Proof of Corollary(%

As shown in Corollary 2 in[[22], the CDk,{3(d)} is simplified under equal path loss exponents
1

where the functionZ(5(d), «) is
2 [ 1
d), o) = [B(d)]= ——d
20,00 =B [
. [ 1 , B@E
~B@F [ @l [
> [5(d))F T ese T -1 (49)

Using the bound immediately above in the lower boungof(33) follows.
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NOTATION & SIMULATION SUMMARY

Symbol Description Simulation Value

A1 Macro BS density 5 x 10~ 7/m? (average cell radius of Km)
A2 Pico BS density 5 x 10~%/m? (average ofl0 picos/macrocell)
A3 Femto BS density 5 x 107°/m? (average ofl00 femtos/macrocell)
P Macro BS transmitting power 40 W

P Pico BS transmitting power 1w

Ps Femto BS transmitting power 200 mwW

a1 Path loss exponent of Macro BSs 3.0

Qs Path loss exponent of Pico BSs 3.5

a3 Path loss exponent of Femto BSs 4.0

Ly Wall penetration loss (femto BSs are indoor) 5 dB
k The tier index ofBS, k=1, 2 or 3

ar{-} SIR CDF of wireless overhead channel N/A

w Wireless channel bandwidth N/A

Nrp Number of servers in IP access network (for femtocells) 10

Nen Number of servers in core network 10
N Total number of servers in backhaul path N/A
I Backhaul servers’ average rate (bps) for overhead padkets N/A
B Overhead packet size 30 bits
T Overhead packet interarrival time N/A
n Average overhead packet rate, ie= 1/E(T) N/A

M Parameter in the distribution of T ~ Gamma<M7 ﬁ)
d Overhead delay requirement N/A

B(z) SIR target for a given overhead delay requirement m =z
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Core Network

Femtocell
Gateway

Picocell
Aggregator

”Z“)')“’ BST ™ Pico BS

(G-
Macro BS
Femto BS

Macro BS

Fig. 1. The base station locations and backhaul deploynefras3-tier heterogeneous cellular network, comprising for eplemmacro (tier
1), pico (tier 2) and femto (tier 3) BSs.
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Fig. 2. Overhead outage. vs. overhead arrival ratg in all three scenarios. The delay requireménis 0.3E[T] = 0.3/, i.e. overhead

signaling is allowed to occup$0% time slots. The overhead service rage: 1000 packets/sec.
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Fig. 3. Overhead outage. vs. average packet service ratgB in the three scenarios. The overhead rate 50 packets/sec, i.e. an overhead

on average has lifetimB(7) = 1/n = 20 ms. The overhead delay requiremehis 0.3 E[7] = 6 ms.
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Fig. 4. Overhead outage. vs. overhead arrival rate in scenario Il. The delay requiremedtis 0.3 E[7] = 0.3/, i.e. overhead signaling
is allowed to occupy30% time slots. The overhead service rage: 1000 packets/sec and the number of backhaul ser®érs- 1, which

together translate to a mean delayl®fD) = 1 ms. Previous simplified models assume constant overheay @el= E(D) = 1 ms and

constant overhead arrivals = E(7) = 1/7.
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Fig. 5. Overhead outage. vs. overhead arrival rate for wireless signaling. The delay requiremehis 0.3 E[7] = 0.3/7, i.e. overhead

signaling is allowed to occup$0% time slots. The overhead channel bandwidti3(sKHz.
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