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Joint Beamforming and Power Allocation for Satellite-Terrestrial
Integrated Networks with Non-Orthogonal Multiple Access

Zhi Lin, Min Lin, Member, IEEE, Jun-Bo Wang, Member, IEEE, Tomaso de Cola, Member, IEEE,
and Jiangzhou Wang, Fellow, IEEE

Abstract—In this paper, we propose a joint optimization design
for a non-orthogonal multiple access (NOMA) based satellite-
terrestrial integrated network (STIN), where a satellite multicast
communication network shares the millimeter wave (mmWave)
spectrum with a cellular network employing NOMA technology.
By assuming that the satellite uses multibeam antenna arry and
the base station employs uniform planar array (UPA), we first for-
mulate a constrained optimization problem to maximize the sum
rate of the STIN while satisfying the constraint of per-antenna
transmit power and quality-of-service (QoS) requirements of both
satellite and cellular users. Since the formulated optimization
problem is NP-hard and mathematically intractable, we develop
a novel user pairing scheme so that more than two users can be
grouped in a cluster to exploit non-orthogonal multiple access.
Based on the user clustering, we further propose to transform the
non-convex problem into an equivalent convex one, and present
an iterative penalty function based beamforming (BF) scheme
to obtain the weight vectors and power coefficients with fast
convergence. Simulation results confirm the effectiveness and
superiority of the proposed approach in comparison with the
existing works.

Index Terms—Beamforming, non-orthogonal multiple access,
satellite-terrestrial integrated network, joint optimization.

I. INTRODUCTION

IT is well known that with the increasing development of
wire and wireless systems, current terrestrial communi-

cation networks can provide high-speed broadband services
for billions of users in high-density population areas with
relatively low cost. However, there are still a large number of
people that can not achieve ubiquitous access in remote areas,
where the deployment of terrestrial infrastructures is difficult
and uneconomical. With this regard, satellite communication
(Satcom) is considered as a indispensable method in future
communication systems, since it is able to provide seamless
connectivity for people all over the world [1]-[4]. In Satcom,
multibeam antenna technology, which often exploits direct
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radiating arrays or array-fed reflectors, generates a large num-
ber of beams to efficiently cover broader spatial regions [5].
Besides, in comparison with traditional point-to-point com-
munication, multicast communication in multibeam satellite
system delivers common data to multiple users of distinct areas
simultaneously, which is more energy and spectrum efficient
[6], [7].

Recently, to achieve high spectral efficiency and exploit the
advantages of terrestrial and satellite networks, the framework
of satellite-terrestrial integrated networks (STIN) have been
proposed and received much attention in both industry and
academia [8]-[11]. Besides resource allocation [4], [12], [13],
and cooperative scheduling [14], [15], beamforming (BF),
which has the capacity of enhancing received signal quality
at the intended user and suppressing signal leakage to the
unintended user [16], [17], has been widely used as an
effective method to realize interference management so that
the satellite network can spectrally coexist or even cooperate
with the terrestrial network. In [18], the authors investigated
the problem of hybrid analog-digital transmit BF design for
the spectrum sharing satellite-terrestrial systems, and proposed
an analog-digital BF optimization scheme. The authors in [19]
proposed a BF scheme to maximize the signal-to-interference-
plus-noise-ratio (SINR) of the desired terrestrial user while
restricting the interference towards the satellite users. The
authors in [20] proposed two BF schemes to maximize the
data rate of cellular user while the interference constraint
of the satellite user is satisfied. By applying BF technology
to enhance the system performance, the authors in [19] and
[20] proposed BF schemes to enhance the security of satellite
network by using the so-called green interference from the
terrestrial network. The work of [20] was then extended to
a more general case in [21], where a joint BF scheme was
proposed to achieve secure communication for the case of
multiple satellite users and eavesdroppers.

In fifth generation (5G) mobile communications era, when
massive connectivity is required, the conventional orthogonal
multiple access (OMA) technologies are regarded as one of
the hard bottlenecks, since the wireless resources are orthog-
onally allocated in OMA systems [22], [23], which limits
the number of servable users. In this context, non-orthogonal
multiple access (NOMA) has been recently proposed as a
promising technology in 5G [24]. In contrast to the OMA,
NOMA has the following advantages: higher spectral effi-
ciency, higher cell-edge throughput, relaxed channel feedback,
and low transmission latency [25]. The fundamental work
of NOMA was discussed in [25], [26] and the references
therein, introducing the basic concepts of NOMA, potential
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NOMA solutions, related challenges, and etc. The key idea
of NOMA is to support non-orthogonal resource allocation
among the users at the cost of increased receiver complexity,
such as the successive interference cancellation (SIC), which is
performed at user terminals so that the co-channel interference
incurred by NOMA is removed and the desired signals can be
decoded successively [27]. To this end, various schemes have
been proposed. Combining NOMA technology with millimeter
wave (mmWave) massive MIMO system, the authors in [27]
proposed a power allocation approach aiming at maximizing
the energy efficiency under QoS requirements and per-cluster
power constraint. For the sake of the system sum rate, the max-
imization of the sum rate of a 2-user mmWave NOMA system
was investigated in [29], where the authors decomposed the
original joint beamforming and power allocation problem
into two subproblems, and obtained the suboptimal solutions.
Considering the application of cognitive radio, NOMA, wire-
less information and power transfer in multiple-input-single-
output (MISO) networks, the authors in [30] investigated the
transmission power minimization problems.

More recently, the application of NOMA in multibeam
satellite system have also been investigated. For example, the
authors in [31] proposed overlay coding scheme to improve
data throughput in the NOMA-based multibeam satellite sys-
tem. Furthermore, the application of NOMA was investigated
in STIN field [10], where the authors first proposed two-
user pairing scheme, then decomposed the sum capacity max-
imization problem into the designing of beamforming vectors
and the power allocation schemes, respectively, and finally
obtained the suboptimal solutions. It is worth-mentioning that
most of existing researches adopted zero forcing (ZF) BF
strategy and focused on power allocation design in NOMA
fields. To the best of our knowledge, the joint beamforming
and power allocation design with the multiuser pairing scheme
is still a new yet challenging topic in NOMA-STIN related
fields, and so far no research work has been published. These
observations motivate our work in this paper.

The contributions of this paper are summarized as follows:
• We present a multiuser downlink framework for the inte-

grated system where the satellite network exploits multi-
cast communication and the cellular network implements
NOMA technology to significantly improve the scarce
spectral efficiency. This framework not only upgrades
the satellite multicast communication in [6], and NOMA
based terrestrial network in [28], [29] to a more general
case, but also give rise to the requirement and possibility
of new joint optimization design so that the two systems
can coexist or cooperate with each other.

• Assuming that the satellite uses multibeam antenna with
array-fed reflectors while the base station (BS) employs
uniform planar array (UPA), we formulate a constrained
optimization problem to maximize the sum rate of the
NOMA-based STIN subject to the constraint of per-
antenna transmit power and QoS requirements of the
satellite and cellular users. This is different from [7]
and [10], where the multibeam satellite characteristic
was ignored. Besides, we also take the array pattern,
path loss and rain attenuation into account, thus building

a more realistic channel model to evaluate the system
performance more accurately.

• Since the original optimization problem is non-convex,
we propose a scheme to obtain the optimal solution,
which can be divided into three steps. First of all, based
on the channel gain and correlation, we present a user
pairing scheme grouping the cellular users into clusters,
which overcome the limitation of conventional method,
such as [10], [29], that only pairs two users in each
cluster. Secondly, by adopting S-procedure and Taylor
expansion, we transform the original non-convex problem
into an equivalent convex one with second order cone
(SOC) and linear matrix inequality (LMI) constraints, and
further present iterative penalty function based algorithm
to obtain the BF weight vectors and power coefficients.
Compared with ZF-BF method in [10], our approaches
relax the constraints on degree-of-freedom and obtain
better performance. Finally, we present an initial points
searching algorithm to improve the computational ef-
ficiency of the iterative algorithm in comparison with
traditional randomly generated initial points.

The rest of this paper is organized as follows. Section II
introduces the system model, channel model, signal model and
formulate the constrained optimization problem. In Section
III, the joint optimization scheme, including the user pairing
scheme, the joint BF and power allocation schemes, and the
iterative penalty function algorithm is proposed. In Section IV,
simulation results are provided together with some discussions.
Finally, we conclude our paper in Section V.

Notation: Bold uppercase and lowercase letters denote ma-
trices and vectors, respectively. (·)T , (·)H , Tr (·) and rank (·)
stand for the transpose, Hermitian transpose, trace and rank of
a matrix. ‖·‖ and |·| denote Euclidean norm and absolute value
of a vector. CM×N denotes the complex space of M × N ,
IN the N × N identity matrix. X ≥ 0 means that matrix
X is a positive semi-definite matrix. X � Y and X ⊗ Y
denote Hadamard and Kronecker product of matrices X and
Y, respectively, 〈X,Y〉 = Tr

(
XHY

)
, log (·) the natural

logarithm, exp (·) the exponential function, CN (µ, σ2) the
complex Gaussian distribution with mean µ and variance σ2.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The system model of the considered STIN is shown in Fig.1.
The geostationary orbit (GEO) satellite (SAT), equipped with
Ns elements, serves L earth stations (ESs) within the cover-
age via multicast communication, which can provide higher
spectrum and energy efficiency, and effective connectivity
in comparison with the conventional satellite point-to-point
communication. In the terrestrial network, the BS is equipped
with Nb antennas UPA to achieve high gain with compact size.
Similar to [10], to serve K (K > 2Nb) cellular users (CUs)
with low energy consumption, the application of NOMA is
implemented at the BS, because the increasing mobile users
and the use of high frequency band boost the exploitation
and application of NOMA technologies in STIN. Besides,
the integrated system uses same mmWave frequency band.
Here, by using software defined architecture, a gateway (GW)
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Fig. 1: System model of the considered STIN.

operates as a control center to collect and manage various
kinds of information in the whole network, and the perfect
channel state information (CSI) is available at the GW [32],
which can be realized by feedback/training sent from the user
terminals via a return channel, which is already presented in
DVB-S2 [33].

A. Satellite Downlink Channel Model

In this paper, the satellite employs array fed reflector an-
tenna with Ns feeds uniformly placed along circular structure
with radius d, which is shown in Fig. 2. Considering the path
loss, rain attenuation and beam gain of the satellite channel,
the geometry based three-dimensional (3D) sparse satellite
downlink channel between the SAT and any user (ES or CU)
can be expressed as [34]

f =
√
CL/ξb (φ, ψ)� a (φ, ψ) , (1)

where CL denotes the path loss coefficient, which can be
calculated as [35]

CL =

(
λ

4π

)2
1

d2
h + d2

0

, (2)

where λ denotes the wavelength, dh ≈ 35786km is the height
of GEO satellite, d0 is the distance from beam center to
center of central beam. Then, ξ in (1) represents the rain
attenuation effect. The power gain in dB, ξdB = 20log10 (ξ),
commonly follows lognormal random distribution ln (ξdB) ∼
CN

(
µ, σ2

)
. Besides, b (φ, ψ) denotes the beam gain at satel-

lite antenna feeds, with φ ∈ [0, π/2) and ψ ∈ [0, 2π) being the
elevation angle azimuth angle. Since the beam coverage area
generated by multibeam satellite is related with corresponding
antenna feed, the n-th element of b (φ, ψ) can be expressed
as [36]

bn (φ, ψ) =
√
η
πD

λ

J1 (un)

un
, (3)

where η denotes the antenna efficiency, D the antenna feed
diameter, J1 (·) the first-kind Bessel function of order 1, and
un can be expressed as

un =
πD

λ
sin

(√
(φ− φn)

2
+ (ψ − ψn)

2

)
, (4)
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Fig. 2: Geometrical model of on-board feed array.

with (φn, ψn) being the center direction of n-th beam. For
the array steering vector (SV) a (φ, ψ) in (1), by denoting
β = 2π/λ, the phase delay of the n-th element (except for
the center element) with respect to the center in the uniform
circular array (UCA) can be computed as [37]

τn = βd sinφ cos

(
2π (n− 2)

Ns − 1
− ψ

)
, n ∈ {2, · · · , Ns} .

(5)
Thus, the SV can be expressed as

a (φ, ψ) =
[
1, ejd sinφ cos(−ψ), · · · , ejd sinφ cos( 2π(Ns−2)

Ns−1 −ψ)
]T
.

(6)
In addition, GR = 10G̃R/10 with G̃R denotes the ES off-

boresight antenna gain pattern in dB given by [34].

G̃r (υ) =


Gmax − 2.5× 10−3

(
D
λ υ
)2
,

2 + 15 log D
λ ,

32− 25 log υ,
−10,

0◦ < υ < υm
υm ≤ υ < υr
υr ≤ υ < 48◦

48◦ ≤ υ ≤ 180◦,
(7)

where Gmax denotes maximal gain of the ES antenna, D the
antenna diameter, λ the wavelength, υ the off-boresignt angle,
υm = 20λ

D

√
Gmax −

(
2 + 15 log D

λ

)
and υr = 15.85

(
D
λ

)−0.6

in degrees.

B. Terrestrial Downlink Channel Model

As illustrated in Fig. 3, we assume that BS employs UPA of
dimension Nb = N1 ×N2 to achieve high gain with compact
size. Due to the highly directional and quasi-optical nature
of the radio wave propagation at high frequency band, the
terrestrial channel can be considered as a superposition of a
predominant line-of-sight (LoS) propagation component and
a sparse set of single-bounce non-LoS (NLoS) components.
Mathematically, the terrestrial downlink channel matrix can
be expressed as [38]

H=
√
g (θ0, ϕ0)ρ0a (θ0, ϕ0)+

√
1

Ln

Ln∑
i=1

√
g (θi, ϕi)ρia (θi, ϕi),

(8)
where ρi (i = 0, 1, . . . , Ln) represents the complex channel
gain associated with the i-th path with Ln being the num-
ber of NLoS paths. The path loss of the LoS component

jw209
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Fig. 3: Geometrical relation between BS and any user.

in dB can be calculated as (2). The recent measurements
revealed that the amplitudes of the NLoS components, namely
|ρi|2, (i = 1, . . . , Ln) are typically 5 to 10 dB weaker than
that of the LoS component |ρ0|2. g (θ, ϕ) denotes the element
pattern with θ and ϕ being the horizontal and vertical angle-
of-arrival (AoA) angles, respectively. According to the model
introduced by ITU [39], the element pattern in dB, namely,
ĝ (θ, ϕ) = 10log10 (g (θ, ϕ)) can be described as

ĝ (θ, ϕ) = gmax −min {gh (ϕ) + gv (θ) , Am} , (9)

where gmax denotes the maximum antenna gain, AH (ϕ) and
AV (θ) the relative patterns in horizontal and vertical planes,
respectively, given by

AH (ϕ) = min

{
12
(

90−ϕ
ϕ3dB

)2

, Am

}
,

AV (θ) = min

{
12
(

90−θ
θ3dB

)2

, Am

}
,

(10)

where ϕ3dB and θ3dB represent the 3dB beamwidth of the
horizontal and vertical patterns, respectively, Am the side-lobe
level of the antenna pattern.

In addition, by denoting that rm,n = [xm, 0, zn]
T

as the location vector of (m,n)-th element and d =
[cosϕ sin θ, sinϕ sin θ, cos θ]

T the AoA unit vector, the phase
delay of the (m,n)-th element with respect to the center point
is given by

τm,n = β 〈d · rm,n〉
= β ((m− (N1 + 1) /2) d1 sin θ cosϕ

+ (n− (N2 + 1) /2) d2 cos θ) .
(11)

Thus, the (m,n)-th component of the array steering matrix can
be expressed as

[a (θ, ϕ)]m,n = exp (jτm,n)

= exp [jβ ((m− (N1 + 1) /2) d1 sin θ cosϕ
+ (n− (N2 + 1) /2) d2 cos θ)] .

(12)
And the array steering matrix can be reformulated as

a (θ, ϕ) = ah (θ, ϕ) aHv (θ) , (13)

TABLE I: Description of the Parameters

Parameter Definition
L / K / M number of ESs / CUs / clusters

Ns / Nb antenna numbers of SAT / BS

N1 / N2 number of array elements placed along the X / Z-axis

d1 / d2 inter-element spacing placed along the X / Z-axis

(m,k)-th CU the k-th CU in the m-th cluster

hm,k / fm,k channel vector between (m,k)-th CU and BS / SAT

fl / hl channel vector between l-th ES and BS / SAT

ws / wm BF weight vector toward ESs / CUs in the m-th clusters

σ2
l / σ2

m,k noise variance at l-th ES / (m,k)-th CU

κ / B / T Boltzmann constant / bandwidth / noise temperature

where ah (θ, ϕ) and av (θ) denote the horizontal and vertical
steering vector of the UPA, which can be, respectively, written
as

ah (θ, ϕ) =
[
e−jβ((N1−1)/2)d1 sin θ cosϕ, · · · ,

e+jβ((N1−1)/2)d1 sin θ cosϕ
]T
,

av (θ) =
[
e−jβ((N2−1)/2)d2 cos θ, · · · ,

e+jβ((N2−1)/2)d2 cos θ
]T
.

(14)
Now, for the sake of simplicity, we transform the 3D channel

matrix into vector form as

h = vec (H)

=
√
g (θ0, ϕ0)ρ0ah (θ0, ϕ0)⊗ av (θ0)

+
√

1
Ln

Ln∑
i=1

√
g (θi, ϕi)ρiah (θi, ϕi)⊗ av (θi) .

(15)

C. Signal Model

Suppose that the SAT transmits common signal x(t), satis-
fying E

[
|x(t)|2

]
= 1, which is mapped onto the UCA with

beamforming weight vector ws ∈ CNs×1 before transmission,
the transmitted signal of SAT is generated as x (t) = wsx(t).
Meanwhile, the BS sends signal sm,k(t) with normalized
power to the (m,k)-th CU, also mapped onto the UPA with
BF weight vector wm ∈ CNb×1. Thus, the transmitted signal
of BS can be described as

s (t) =
∑M

m=1
wm

∑Km

k=1

√
αm,ksm,k (t), (16)

where αm,k denotes the power coefficient, satisfying∑Km
k=1 αm,k = 1, M the number of clusters, and Km the

number of users in the m-th cluster. By assuming that BS-CU
links in each cluster satisfying ‖hm,Km‖ ≥ · · · ≥ ‖hm,2‖ ≥
‖hm,1‖ for ∀m, SIC technique is utilized for the users to
implement NOMA and remove the intra-cluster interference,
and the signal sm,i (t) can be removed at (m,j)-th CU (i < j)
based on the SIC technique. Then, the received signals at l-
th ES and (m,k)-th CU can be, respectively, written as (17)
at the top of next page, where {fl, fm,k} ∈ CNs×1 and
{hm,k,hl} ∈ CNb×1. nl (t) and nm,k (t) are the additive
Gaussian white noises (AWGN) with zero mean and the
variances σ2

i = κBT, i ∈ {l, (m, k)} [34].1 Then, the SINR

1Without loss of generality, we here suppose that the different users have
the same noise variance.
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yl (t) =
√
GR (φl)f

H
l wsx (t)︸ ︷︷ ︸

Signal

+
√
GR (φC,l)h

H
l

M∑
m=1

wm

Km∑
k=1

√
αm,ksm,k (t)︸ ︷︷ ︸

Inter−net IntF.

+nl (t) ,

ym,k (t) =
√
αm,kh

H
m,kwmsm,k (t)︸ ︷︷ ︸
Signal

+ hHm,k

Km∑
j=k+1

√
αm,jwmsm,j (t)

︸ ︷︷ ︸
Intra−cluster IntF.

+ hHm,k
∑
n 6=m

wn

Kn∑
i=1

√
αn,isn,i (t)

︸ ︷︷ ︸
Inter−cluster IntF.

+ fHm,kwsx (t)︸ ︷︷ ︸
Inter−net IntF.

+nm,k (t) ,

(17)

at l-th ES and (m,k)-th CU can be expressed as

Λl =
GR(φl)|fHl ws|2

GR(φC,l)
M∑
m=1
|hHl wm|2+σ2

l

,

Λm,k =
αm,k|hHm,kwm|2

Mk∑
j=k+1

αm,j

∣∣∣hHm,kwm∣∣∣2+
∑
n 6=m

∣∣∣hHm,kwn∣∣∣2+
∣∣∣fHm,kws∣∣∣2+σ2

m,k

.

(18)

As a result, the achievable rate of l-th ES and (m,k)-th CU
can be, respectively, expressed as

Rl = log2 (1 + Λl) ,
Rm,k = log2 (1 + Λm,k) .

(19)

D. Problem Formulation

In this paper, the satellite network uses multicast commu-
nication while terrestrial cellular network implements NOMA
technology. We aim at maximizing the system sum rate subject
to the QoS requirements of ESs and CUs, and per-antenna
power constraint at the BS and satellite. Mathematically, the
problem can be formulated as

max
wm,ws,αm,k

M∑
m=1

Km∑
k=1

Rm,k +
L∑
l=1

Rl

s.t. Λm,k ≥ γm,k, ∀m,∀k ∈ {1, · · · ,Km} ,
Λl ≥ γl, ∀l,
M∑
m=1

[wm]
2
i ≤ Pb,i, ∀i ∈ {1, · · · , Nb} ,

[ws]
2
j ≤ Ps,j , ∀j ∈ {1, · · · , Ns} ,

Km∑
k=1

αm,k = 1, ∀m,

(20)

where γm,k and γl denote the QoS requirements of (m,k)-th
CU and l-th CU, respectively. Pb,i and Ps,j the per-antenna
power constraints at BS and satellite, respectively. In practical
wireless networks, each transmit antenna is equipped with its
own power amplifier in its analog front-end, we thus take the
per-antenna power constraints of satellite and base station into
account, which is more realistic than the commonly used total
power constraints [40]-[42].

III. PROPOSED JOINT OPTIMIZATION DESIGN

Since the optimization problem in (20) is non-convex and
NP-hard, which cannot be solved directly, thus we propose a
joint optimization design, which is divided into three steps.
First, we present a user pairing scheme to group multiple
users into clusters. Then, we propose the joint power allocation

and beamforming schemes to obtain the solutions. Thirdly, an
initial points searching algorithm is presented to improve the
computational efficiency of iterative algorithm.

Proposed user pairing algorithm

Initialization: Collect all the CSI of K CUs into a set S,
set m-th cluster as Sm, initialize m = 0. Some parameters
are defined as follows.

S = {h1, · · · ,hK} .

Step 1: For the users in S, set m = m + 1 and user
index i = 1. Calculate the channel correlation ci,j and
the channel gain difference gi,j between i-th user and j-th
user for j ∈ {i+ 1, · · · ,K}, respectively. Then, choose
the users satisfying ci,j ≥ ρ and gi,j ≥ γ, constitute a
new set Gm with these users, and calculate the defined
NOMA utility function di,j

di,j=

{
ci,j + gi,j

∣∣∣∣ci,j =
|hTi hj|
‖hi‖‖hj‖ ≥ ρ,

gi,j = |‖hi‖ − ‖hj‖| ≥ γ
}
.

Find the maximal di,j and corresponding user index j.
Step 2: Move i-th user from Gm into m-th cluster Sm,
update user index i as

i = j|max
j
{di,j} .

Then same procedure with step 1, if there exist user which
can not satisfy correlation threshold and the channel gain
difference threshold, remove this user from Sm.
Step 3: Repeat Step 2 until Gm = 0, the m-th cluster Sm
has been formulated.
Step 4: Remove users of m-th cluster Sm from S, go back
to step 1 until there is no elements in S. If S = 0, the
K users have been totally allocated into clusters, finally
output the user pairing clusters.

A. User pairing scheme

In existing NOMA schemes [10], [29], the authors only
focused on two user pairing scheme, which is not efficient
while more than two channel links are correlative and the
channel gain difference also meets pairing requirements, thus
we propose an novel pairing scheme to group multiple users

jw209
Sticky Note
the i-th user

jw209
Sticky Note
the m-th

jw209
Sticky Note
exists a user

jw209
Sticky Note
the m-th.
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max
Ws,{Wm,αm,k}

log2e ·
M∑
m=1

Km∑
k=1

log


Mk∑
i=k

αm,iTr(Hm,kWm)+
∑
n6=m

Tr(Hm,kWn)+Tr(Fm,kWs)+σ2
m,k

Mk∑
j=k+1

αm,jTr(Hm,kWm)+
∑
n 6=m

Tr(Hm,kWn)+Tr(Fm,kWs)+σ2
m,k


+ log2e ·

L∑
l=1

log

GR(φl)Tr(FlWs)+GR(φC,l)
M∑
m=1

Tr(HlWm)+σ2
l

GR(φC,l)
M∑
m=1

Tr(HlWm)+σ2
l

 (21a)

s.t.

(
αm,k − γm,k

Mk∑
j=k+1

αm,j

)
Tr (Hm,kWm)− γm,k

( ∑
n6=m

Tr (Hm,kWn)

+Tr (Fm,kWs) + σ2
m,k

)
≥ 0, ∀m, k, (21b)

GR (φl) Tr (FlWs)− γl
(
GR (φC,l)

M∑
m=1

Tr (HlWm) + σ2
l

)
≥ 0, ∀l, (21c)

M∑
m=1

diag[Wm]u ≤ PB , diag[Ws]v ≤ PS , ∀u ∈ {1, · · · , Nb} , ∀v ∈ {1, · · · , Ns} , (21d)

Km∑
k=1

αm,k = 1, 0 < αm,k < 1, ∀m, (21e)

Ws � 0, Wm � 0, ∀m. (21f)
rank (Ws) = 1, rank (Wm) = 1, ∀m. (21g)

into clusters with low computational complexity. The pair-
ing scheme depends on two factors, channel correlation and
channel gain. First, if the channels {hm,k} ,∀k are highly
correlated, there is poor channel correlation between hm,k and
{hn,i} ,∀i, thus, the inter-cluster interference

∣∣∣hHm,kwn

∣∣∣ , n 6=
m can be efficiently reduced. Second, if the channel gain
difference of users among a cluster is large, the received signal
strength difference between users in a cluster becomes large.
In such condition, the SIC technology allocates less power to
the strong user and more power to the weak user in order to
make sure the received signal strength difference at stronger
user is large enough to perform SIC and reduce the intra-
cluster interference at weaker user, simultaneously.

As a result, the proposed pairing algorithm is described in
Algorithm 1, which groups users into clusters whose channel
correlation and channel gain difference are satisfied with
predefined threshold.

B. Joint beamforming and power allocation scheme

Due to the application of NOMA and complicated objective
function, the original problem in (20) is more complex than
that in [21], [38], therefore we propose a joint beamforming
and power allocation scheme to iteratively obtain the optimal
solutions.

By considering the non-convex nature of logarithmic func-
tion in the objective function in (20), we first denote Fl =
flf

H
l , Hm,k = hm,kh

H
m,k, Ws = wsw

H
s , Wm = wmwH

m,
and rewrite the original optimization problem as (21) at the
top of this page.

Then, by introducing and substituting the auxiliary variables
{xm,k, ym,k, pl, ql} into the objective function (21a), the prob-

lem can be equivalently expressed as

max
Ws,{Wm,αm,k,

xm,k,ym,k,pl,ql}

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql) (22a)

s.t.
Mk∑
i=k

αm,iTr (Hm,kWm) +
∑
n6=m

Tr (Hm,kWn)

+ Tr (Fm,kWs) + σ2
m,k ≥ exm,k , ∀m, k, (22b)

Mk∑
j=k+1

αm,jTr (Hm,kWm) +
∑
n 6=m

Tr (Hm,kWn)

+ Tr (Fm,kWs) + σ2
m,k ≤ eym,k , ∀m, k, (22c)

GR (φl) Tr (FlWs) +GR (φC,l)
M∑
m=1

Tr (HlWm)

+ σ2
l ≥ epl , ∀l, (22d)

GR (φC,l)
M∑
m=1

Tr (HlWm) + σ2
l ≤ eql , ∀l, (22e)

(21b)− (21g) ,

where log2e is omitted for simplicity. Due to the linear
expression of (22a), the objective function (22a) is convex.
Besides, the inequalities in (22b)-(22e) would turn to equalities
at the optimal solutions. Because if the equality in (22b) or
(22d) is not satisfied, xm,k or pl would increase until the
equality holds. Similarly, if the equality in (22c) or (22e) is
not met, ym,k or ql would decrease until the equality holds.

Secondly, the left sides of (22b) and (22d) are exponen-
tial form and belong to generalized nonlinear convex pro-
gram, which would increase the computational complexity.
By introducing variables zm,k = [zm,k,1, · · · , zm,k,N+4]

T and
zl = [zl,1, · · · , zl,N+4]

T , the constraints (22b) and (22d) can
be approximated as

1 + zm,k,1 ≥
∥∥∥[1− zm,k,1, 2 + xm,k/2

N−1
]T∥∥∥

2
,

1 + zm,k,2 ≥
∥∥[1− zm,k,2, 5/3 + xm,k/2

N
]∥∥

2
,

1 + zm,k,3 ≥ ‖[1− zm,k,3, 2zm,k,1]‖2, (23a)
zm,k,4 ≥ 19/72 + zm,k,2 + zm,k,3/24,
1 + zm,k,n ≥ ‖[1− zm,k,n, 2zm,k,n−1]‖2, n = 5, 6, . . . , N + 3,
1 + zm,k,N+4 ≥ ‖[1− zm,k,N+4, 2zm,k,N+3]‖2,

Mk∑
i=k

αm,iTr (Hm,kWm) +
∑
n 6=m

Tr (Hm,kWn)

+ Tr (Fm,kWs) + σ2
m,k ≥ 1 + zm,k,N+4, (23b)

jw209
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1 + zl,1 ≥
∥∥∥[1− zl,1, 2 + ql/2

N−1
]T∥∥∥

2
,

1 + zl,2 ≥
∥∥[1− zl,2, 5/3 + ql/2

N
]∥∥

2
,

1 + zl,3 ≥ ‖[1− zl,3, 2zl,1]‖2,
zl,4 ≥ 19/72 + zl,2 + zl,3/24,
1 + zl,n ≥ ‖[1− zl,n, 2zl,n−1]‖2, n = 5, 6, . . . , N + 3,
1 + zl,N+4 ≥ ‖[1− zl,N+4, 2zl,N+3]‖2,

GR (φl) Tr (FlWs) +GR (φC,l)
M∑
m=1

Tr (HlWm)

+ σ2
l ≥ 1 + zl,N+4,

(24)

where the accuracy of (23) and (24) would increase as N
increases. It is verified that the difference between approxi-
mated expression with original constraints is of order 10−7

when N = 6.
However, due to the product of the two variables, the con-

straint of (23b) is still nonconvex. To resolve it, we introduce
variables {am,k} to transform the constraint of (23b) into

Mk∑
i=k

αm,iTr (Hm,kWm) ≥ a2
m,k. (25a)

a2
m,k +

∑
n 6=m

Tr (Hm,kWn) + Tr (Fm,kWs)

+ σ2
m,k ≥ 1 + zm,k,N+4.

(25b)

By using S-Procedure method, the constraint (25a) can be
expressed as the following positive semidefinite constraint Tr (Hm,kWm) am,k

am,k
Mk∑
i=k

αm,i

 � 0. (26)

Then, by employing the first-order Taylor series expansion
around feasible point a(n)

m,k of am,k, (25b) can be reformulated
as

2a
(n)
m,kam,k −

(
a

(n)
m,k

)2

+
∑
n 6=m

Tr (Hm,kWn)

+ Tr (Fm,kWs) + σ2
m,k ≥ 1 + zm,k,N+4.

(27)
By using the first-order Taylor series expansion method to

convert eym,k and eql in the nonconvex constraints (22c) and
(22e), the constraints can be rewritten as

Mk∑
j=k+1

αm,jTr (Hm,kWm) +
∑
n 6=m

Tr (Hm,kWn)

+ Tr (Fm,kWs) + σ2
m,k ≤ e

y
(n)
m,k

(
ym,k − y(n)

m,k + 1
)
,

(28a)

GR (φC,l)

M∑
m=1

Tr (HlWm) + σ2
l ≤ eq

(n)
l

(
ql − q(n)

l + 1
)
.

(28b)

As for the non-convex constraint (28a), by introducing vari-
ables {bm,k, cm,k}, it can be expressed as

bm,k +
∑
n 6=m

Tr (Hm,kWn) + Tr (Fm,kWs)

+ σ2
m,k ≤ e

y
(n)
m,k

(
ym,k − y(n)

m,k + 1
)
,

(29a)

cm,k ≥ Tr (Hm,kWm) , (29b)

bm,k/cm,k ≥
Mk∑

j=k+1

αm,j . (29c)

For the nonconvex constraints (29c), by using the first-order
Taylor series expansion on bm,k and cm,k, the constraint (29c)
can be reformulated as

(
bm,kc

(n)
m,k − b

(n)
m,kcm,k + b

(n)
m,kc

(n)
m,k

)/(
c
(n)
m,k

)2

≥
Mk∑

j=k+1

αm,j .

(30)
Now, we turn our attention to the nonconvex constraints

(21b). With a manner similar to obtaining (27), by introducing
variables {dm,k}, using S-Procedure method and employing
the first-order Taylor series expansion, the nonconvex con-
straint can be formulated as Tr (Hm,kWm) dm,k

dm,k αm,k − γm,k
Mk∑

j=k+1

αm,j

 � 0,

2d
(n)
m,kdm,k −

(
d

(n)
m,k

)2

− γm,k

( ∑
n 6=m

Tr (Hm,kWn)+

Tr (Fm,kWs) + σ2
m,k

)
≥ 0.

(31)
The original optimization problem (20) has been trans-

formed as convex and solvable problem except for the con-
straint (21g). Then, we will discuss how to convert the non-
convex constraint (21g) into a convex one.

To address the non-convex constraint (21g), we adopt the
iterative penalty function (IPF) approach and rewrite the
constraint as

Tr (Wi)− λmax (Wi) ≤ 0, ∀i ∈ {s, 1, · · · ,M} , (32)

where λmax (X) denotes the maximum eigenvalue of matrix
X. It should be mentioned that Tr (Wi) ≥ λmax (Wi)
hold true for any X, thus the constraint (21f) implies that
Tr (Wi) = λmax (Wi) and Wi only has one nonzero eigen-
value, which can be expressed as

Wi = λmax (Wi) wimaxwH
imax, ∀i, (33)

where wimax is the corresponding eigenvector of max-
imum eigenvalue. By denoting Φ = Ws, {Wm, αm,k,
xm,k, ym,k, pl, ql, am,k, bm,k, cm,k, dm,k}, the original prob-
lem (20) can be reformulated as

max
Φ

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)

s.t. (21c)− (21f) , (23a) , (24) , (26) , (27) ,
(28b) , (29a) , (29b) , (30)− (32) .

(34)

Since Tr (Wi) is a linear function of Wi, and λmax (Wi)
is also convex on Wi, leading (32) to a reverse con-
vex constraint. It is worth mentioning that if Tr (Wi) −
λmax (Wi) is small enough, Tr (Wi) can be approximated
as λmax (Wi) wimaxwH

imax. Accordingly, our objective is to
make Tr (Wi)−λmax (Wi) as small as possible. By employ-
ing a penalty function method to substitute the constraint (33)
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F
(
W

(l+1)
s ,W

(l+1)
m

)
=

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)− ηs
(

Tr
(
W

(l+1)
s

)
− λmax

(
W

(l+1)
s

))
−

M∑
m=1

ηm
(

Tr
(
W

(l+1)
m

)
− λmax

(
W

(l+1)
m

))
≥

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)− ηs
(

Tr
(
W

(l+1)
s

)
− λmax

(
W

(l)
s

)
−
〈

w
(l)
s

(
w

(l)
s

)H
,W

(l+1)
s −W

(l)
s

〉)
−

M∑
m=1

ηm

(
Tr
(
W

(l+1)
m

)
−λmax

(
W

(l)
m

)
−
〈

w
(l)
m

(
w

(l)
m

)H
,W

(l+1)
m −W

(l)
m

〉)
≥

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)− ηs
(

Tr
(
W

(l)
s

)
− λmax

(
W

(l)
s

))
−

M∑
m=1

ηm
(

Tr
(
W

(l)
m

)
− λmax

(
W

(l)
m

))
= F

(
W

(l)
s ,W

(l)
m

)
.

(38)

into the objective function in (34), we obtain

max
Φ

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)− ηs (Tr (Ws)

−λmax (Ws))−
M∑
m=1

ηm (Tr (Wm)− λmax (Wm))

s.t. (21c)− (21e) , (23a) , (24) , (26) , (27) ,
(28b) , (29a) , (29b) , (30) , (31) .

(35)
where ηi is weight which is large enough to guarantee the
small value of Tr (Wi)−λmax (Wi). Obviously, the objective
function in (35) is concave, thus (35) is a maximization
problem of a concave function over convex constraints, which
belongs to the class of concave programming. Besides, note
that λmax (Wi) is nonsmooth, by exploiting the subgradient
version of the maximal eigenvalue function ∂λmax (X) =
xmaxxHmax, we have

λmax (X)− λmax (Wi) =
〈
wimaxwH

imax,X−Wi

〉
. (36)

As a result, by initializing the feasible points W
(l)
i of Wi

and the maximal eigenvalue and corresponding eigenvector of
W

(l)
i , the problem (35) can be rewritten as

max
Φ

M∑
m=1

Km∑
k=1

(xm,k − ym,k) +
L∑
l=1

(pl − ql)

− ηs
(

Tr (Ws)−
〈

w
(l)
s

(
w

(l)
s

)H
,Ws

〉)
−

M∑
m=1

ηm

(
Tr (Wm)−

〈
w

(l)
m

(
w

(l)
m

)H
,Wm

〉)
s.t. (21c)− (21f) , (23a) , (24) , (26) , (27) ,

(28b) , (29a) , (29b) , (30) , (31) .
(37)

By assuming the optimal solution of (37) is W
(l+1)
i , it can

be verified that the iterative problem (37) is convergent as (38),
which validate the iterative procedure.

The obtained solution of (37) at n-th iteration is denoted as
W̄

(n)
s ,

{
W̄

(n)
m , x̄

(n)
m,k, ȳ

(n)
m,k, p̄

(n)
l , q̄

(n)
l , ā

(n)
m,k, b̄

(n)
m,k, c̄

(n)
m,k, d̄

(n)
m,k

}
,

then initialization of (n+1)-th iteration can be calculated as

Algorithm 1: The proposed IPF algorithm.
Input: {hm,k,hl, fm,k, fl} and γm,k, γl, Pb,i, Ps,j .

1 Set the tolerance of accuracy ε1 and ε2;
2 Initialize the algorithm with feasible points Φ(0)

= W(0)
s ,

{
W(0)
m , x

(0)
m,k, y

(0)
m,k, p

(0)
l , q

(0)
l , a

(0)
m,k, b

(0)
m,k, c

(0)
m,k, d

(0)
m,k

}
;

3 Set the iteration number l = 0, n = 0, weight η > 0;
4 while

∣∣Tr
(
W(l)

)
− λmax

(
W(l)

)∣∣ > ε1 do
5 repeat
6 n := n+ 1;
7 Solve the problem (37);
8 Update Φ(n) based on (39);
9 γ :=

L∑
l=1

∣∣∣p(n)
l − p(n−1)

l

∣∣∣+
∣∣∣q(n)
l − q(n−1)

l

∣∣∣+

M∑
m=1

Km∑
k=1

∣∣∣x(n)
m,k − x

(n−1)
m,k

∣∣∣+
∣∣∣y(n)
m,k − y

(n−1)
m,k

∣∣∣+∣∣∣a(n)
m,k − a

(n−1)
m,k

∣∣∣+
∣∣∣b(n)
m,k − b

(n−1)
m,k

∣∣∣+
∣∣∣c(n)
m,k − c

(n−1)
m,k

∣∣∣+∣∣∣d(n)
m,k − d

(n−1)
m,k

∣∣∣;
10 until γ ≤ ε2 or the maximal number of iterations is

reached n = Nmax;
11 Obtain solutions W, αm,k and set W(l+1) := W;
12 if W(l+1) ≈W(l) then
13 Set η := 2η;
14 else
15 Set l := l + 1;
16 end
17 end
18 Use singular value decomposition (SVD) to W

(l)
s and

W
(l)
m to yield ws and wm,k;

Output: Optimal beamforming vectors ws, wm,k and
power coefficients αm,k.

follows

x
(n+1)
m,k = x̄

(n)
m,k, p

(n+1)
l = p̄

(n)
l , a

(n+1)
m,k = ā

(n)
m,k,

b
(n+1)
m,k = b̄

(n)
m,k, c

(n+1)
m,k = c̄

(n)
m,k, d

(n+1)
m,k = d̄

(n)
m,k,

y
(n+1)
m,k = In

(
Mk∑

j=k+1

αm,jTr
(
Hm,kW̄

(n)
m

)
+
∑
n 6=m

Tr
(
Hm,kW̄

(n)
n

)
+ Tr

(
Fm,kW̄

(n)
s

)
+ σ2

m,k

)
,

q
(n+1)
l = In

(
GR (φC,l)

M∑
m=1

Tr
(
HlW̄

(n)
m

)
+ σ2

l

)
.

(39)
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Finally, the proposed BF scheme is summarized in Algo-
rithm 1. It should be mentioned that as proved in Appendix,
the above algorithm is convergent to the optimal solution of
the BF problem.

C. Feasible Initial Points Search Algorithm

To solve the optimization problem, we should first obtain
feasible points. In existing works, the initial points are random-
ly generated which suffers from a heavy computational burden
and sometimes infeasibility. Therefore, a low complexity and
feasible algorithm for calculating the initial points is very
important for implementing Algorithm 1 to obtain the power
coefficients and beamforming weight vectors. To address this
problem, we introduce a positive variable δ to iteratively
generate the initial points satisfying the constraints of (37).
Then, the initialization problem is given by

max
Ws,{Wm,αm,k,xm,k,ym,k,
pl,ql,am,k,bm,k,cm,k,dm,k}

δ

s.t. (21c)
∗ − (21f)

∗
, (23a)

∗
, (24)

∗
, (26)

∗
, (27)

∗
,

(28b)
∗
, (29a)

∗
, (29b)

∗
, (30)

∗
, (31)

∗
,

(40)
where the constraint (X)

∗
, X ∈ {constraints of (37)}

represents the modified version of (X) with δ. To obtain the
constraints (X)

∗, we first rewrite the constraint structure (X)
as f (x) ≤ 0, and then replace 0 with δ, which is defined
as constraint (X)

∗. Finally, the feasible initial points can
be obtained through solving (40). The proposed initial point
searching algorithm is summarized in Algorithm 2.

Algorithm 2: Initial Point Search Algorithm.
Input: {hm,k,hl, fm,k, fl} and γm,k, γl, Pb,i, Ps,j .

1 Set the tolerance of accuracy ε2 and the iteration number
n = 0;

2 Initialize the algorithm with random points Φ(0)

= W(0)
s ,

{
W(0)
m , x

(0)
m,k, y

(0)
m,k, p

(0)
l , q

(0)
l , a

(0)
m,k, b

(0)
m,k, c

(0)
m,k, d

(0)
m,k

}
;

3 repeat
4 n := n+ 1;
5 Solve the problem (40);
6 Update Φ(n) based on (39);
7 until δ > ε2 and maximal number of iterations is not

reached n > Nmax;
8 Set n = 0;

Output: feasible points Φ(0).

The Algorithm 2 is also convergent, and the corresponding
proof is similar to that in Appendix, which is omitted for
brevity.

IV. NUMERICAL RESULTS

This section provides representative simulation results to
verify the effectiveness of the proposed joint BF and power
allocation scheme. The network topology has been introduced
in Section II, which is omitted for simplicity. Here, we
consider a scenario of L = 3 ESs, and K = 9 CUs. For
simplicity, we set the channel correlation threshold ρ = 0.75,

the channel gain difference threshold γ = 0.5, the parameter
N of (23) and (24) as 6, the SINR threshold of ESs and
CUs as γl = γm,k = 3 dB, and the tolerance of accuracy
ε1 = ε2 = 10−4. Other parameters are listed in TABLE II. We
compare the performance of the proposed IPF-NOMA scheme
with the other two schemes:
• The fixed BF-NOMA scheme is denoted as “FBF-NOMA

scheme”. The scheme was proposed in [10], where ZF-
BF strategy was adopted at BS, while the satellite will
choose either ZF-BF or MRT-BF strategy according to
the channel conditions, then the power coefficients are
obtained.

• The traditional OMA scheme is denoted by “OMA
scheme”, where the weighted signals are orthogonally
allocated in spatial-domin, then the power coefficients are
calculated through convex optimization approaches.

TABLE II: Main Simulation Parameters

Parameter Value
Orbit GEO

Carrier frequency 28 GHz

Number of beams Ns = 7

Maximal beam gain bmax = 52 dB

Rain fading µ=-3.125, σ=1.591

3dB angle θ3dB = 10◦, ϕ3dB = 60◦

Antenna inter-element spacing d1 = d2 = λ/2

Side-lobe level Am = 20 dB

Number of NLoS paths Ln = 5

Bandwidth Bi = 500 kHz

Noise temperature Ti = 300 K

In Fig. 4, the convergence rate of our proposed optimal
BF scheme is illustrated. By assuming that PB = 12 dBm,
PS = 24 dBm, Nb = 8 × 8, ε1 = ε2 = 10−5, it can be seen
that the algorithm converges fast in all cases, within less than
8 iterations. Fig. 4(a) plots the convergence rate of Algorithm
2, we can observe that with more antennas numbers, the
convergence rate would be faster. This is because Algorithm 2
is to solve problem (40) to provide the initial feasible points of
problem (37), while other conditions keep the same (especially
for per-antenna power budget), the increasing antenna number
provides more total transmit power, thus the constraints of (37)
is more easily satisfied. In Fig. 4(b), the convergence rate of
penalty function method is demonstrated. It can be seen that
the convergence rate increases with decreasing antenna num-
ber since the increasing antenna number would significantly
increase the computational burden thus reduce the convergence
rate. Fig. 4(c) depicts the convergence rate of sum rate in
Algorithm 1. Obviously, the sum rate increases as the antenna
number increases, the sum rate rises by about 233% when the
BS antenna number increases from 4× 4 to 12× 12.

Fig. 5 depicts the beampatterns of the beamforming weight
vectors at BS and SAT with our proposed optimal BF scheme.
By assuming that BS is deployed with 8 × 8 UPA and the
other parameters are similar to those in Fig. 4, Fig. 5(a)
plots the beampattern of the BF weight vector w2. Clearly,
the maximal direction of beamforming points to 2nd cluster,
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Fig. 5: Beampattern of beamforming weight vectors at BS and SAT.

while two nulls are generated with at least -55 dB and -
60 dB in the direction at 1st and 3rd clusters, respectively,
proving that the obtained beamforming weight vectors at BS
of proposed IPF-NOMA scheme can efficiently suppress the
interference between clusters while satisfying requirement of
intended users. Fig. 5(b) depicts the beampattern of ws. It
can be observed that the beampattern generates 3 mainlobes
towards three ESs, and a sidelobe is generated toward the CUs,
verifying that the calculated beamforming weight vector can
efficiently suppress the interference to CUs.

Fig. 6 plots the sum rate of the considered system versus
the per-antenna power budget of BS PB for different schemes.
Here, we set PS = 24 dBm and Nb = 8 × 8. To find
the globally optimal solution, we adopt the nonsmooth and
iterative search algorithm. We can observe that the system
sum rate increases linearly as the per-antenna power budget in-
creases. For PB = 12 dBm, the proposed IPF-NOMA scheme
is enhanced by about 4 and 14 bps/Hz in comparison with
FBF-NOMA scheme and OMA scheme, respectively. This is
due to the fact that the energy efficiency of NOMA schemes
outperform that of the OMA schemes, and the iterative penalty
function method which obtains the optimal BF weight vectors,
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Fig. 6: Sum rate versus per-antenna power of BS.

thus the proposed IPF-NOMA scheme outperforms the FBF-
NOMA scheme.

Fig. 7 depicts the sum rate versus the SINR threshold of
CU γm,k. Without loss of generality, we assume γm,k = γ,
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Fig. 8: Sum rate versus per-antenna power of SAT.

PS = 24 dBm, PB = 12 dBm, γl = 3 dB. Obviously,
the proposed IPF-NOMA scheme always outperforms other
schemes, verifying the superiority of our proposed scheme
on enhancing the system performance. It can also be found
that the sum rate of the proposed IPF-NOMA scheme and
FBF-NOMA scheme decreases as SINR threshold γ increases.
This is because while γ increases, the performance of each
user in clusters should be improved under the same per-
antenna power budget, thus the interference from strong users
to weak users is also enlarged, leading to the performance
loss. In addition, since the beamforming weight vectors in
OMA scheme are designed separately toward each user, once
the SINR constraints of users are satisfied, the sum rate would
remain constant. This accounts for the constant sum rate curve
of OMA scheme.

Fig. 8 plots the sum rate of users versus the per-antenna
power budget of SAT PS for different schemes. Here, we
set PB = 12 dBm and Nb = 8 × 8. Compared with Fig.
6, since the satellite antenna number is fixed as 7, which
is much less than antenna number at the BS, thus, the per-
antenna power budget of satellite is larger than that at the BS
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Fig. 9: Sum rate versus antenna number of BS.

to guarantee satisfied performance. It can be observed that the
system sum rate increases linearly as the per-antenna power
budget of SAT increases. For PS = 24 dBm, the proposed
IPF-NOMA scheme is enhanced by about 2.5 and 10.5 bps/Hz
in comparison with FBF-NOMA scheme and OMA scheme,
respectively, verifying the effectiveness of our proposed IPF-
NOMA scheme.

Furthermore, Fig. 9 illustrates the system sum rate against
the antenna number of BS. It can be seen that the sum rate
increases with increasing antenna number, especially when the
antenna number is increased from 8 × 8 to 12 × 12. It can
be observed that the sum rate of FBF-OMA scheme would
converge gradually if antenna number becomes larger. The
reason is that the increasing antenna number can simultane-
ously increase the intended signal strength and the inter-user
interference strength, thus the sum rate would converge to a
constant value, while NOMA scheme remove the interference
from weak users to strong users and increase the energy
efficiency, whose upper bound of sum rate is greatly raised.
It can also be found that while the antenna number increases,
the difference in sum rate between the proposed IPF-NOMA
scheme with other two schemes becomes larger, indicating that
increasing antenna number can enhance the advantage of our
proposed joint optimization scheme.

V. CONCLUSION

In this paper, we have investigated the joint optimization
design of beamforming and power allocation in the downlink
NOMA based STIN operating at mmWave band. First, we have
formulated a constrained optimization problem to maximize
the sum rate of the STIN subject to the per-antenna power
constraint and QoS requirement of the ESs and CUs. To prop-
erly group the multiple users into clusters, we have proposed
a novel user pairing scheme where more than two users are
paired in each cluster based on the channel correlation and the
channel gain difference. Since the original optimization prob-
lem is nonconvex and intractable, by using Taylor expansion,
S-procedure, and penalty function methods, the original non-
convex problem is converted into an equivalently convex one,
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which can be solved through our proposed iterative penalty
function based algorithm with fast convergence. The proposed
joint BF and power allocation scheme has the following
benefits: First, it is the first time to solve the joint optimization
problem in NOMA based STIN, which offers optimal solutions
of BF weight vectors and power coefficients, instead of ZF-
BF based suboptimal solutions. Second, the proposed iterative
penalty algorithm improves the computational efficiency of the
iterative algorithm in comparison with traditionally randomly
generated initial points. Finally, simulation results have val-
idated the effectiveness and superiority of the proposed BF
schemes.

APPENDIX: CONVERGENCE PROOF OF ALGORITHM 1

According to (39), let W̄
(n)
s ,

{
W̄

(n)
m , x̄

(n)
m,k, ȳ

(n)
m,k, p̄

(n)
l , q̄

(n)
l ,

ā
(n)
m,k, b̄

(n)
m,k, c̄

(n)
m,k, d̄

(n)
m,k

}
denote the obtained solution of prob-

lem (37) at the n-th iteration. It should be noted that{
y

(n)
m,k, q

(n)
l

}
are feasible to problem (37). Due to the form of

objective function of (37), the obtained solution
{
ȳ

(n)
m,k, q̄

(n)
l

}
must satisfy ȳ(n)

m,k ≤ y
(n)
m,k and q̄(n)

l ≤ q(n)
l . According to (39),

we have

e
y
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)
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∑
n 6=m

Tr
(
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n

)
+ Tr

(
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(n)
s

)
+ σ2
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)
,

= e
y
(n)
m,k

(
ȳ

(n)
m,k − y

(n)
m,k + 1

)
≤ eȳ

(n)
m,k .

(41)
The inequality in (41) holds because ȳ

(n)
m,k is ap-

proximated with its first order Taylor series expansion
ey

(n)
m,k

(
ȳ

(n)
m,k − y

(n)
m,k + 1

)
, which is smaller than ȳ

(n)
m,k, and

similar with q(n+1)
l ≤ q̄(n)

l .
During the iterative process, y(n+1)

m,k ≤ y
(n)
m,k and q

(n+1)
l ≤

q
(n)
l , which means y

(n)
m,k and q

(n)
l are monotonic. Due to

the power constraints of beamforming weight vectors, the
inequalities σ2

m,k ≤ ym,k < ∞ and σ2
l ≤ ql < ∞ are

satisfied, and hence y
(n)
m,k and q

(n)
l are bounded. It can be

concluded that y(n)
m,k and q(n)

l would converge. As the iteration
index n increases, the problems solved in the n-th and (n+1)-th
iterations would have the same solution.

According to above deduction, we have y(n+1)
m,k ≤ ȳ

(n)
m,k ≤

y
(n)
m,k and q

(n+1)
l ≤ q̄

(n)
l ≤ q

(n)
l . As y(n)

m,k and q
(n)
l converge,

the solutions ȳ(n)
m,k and q̄

(n)
l would also converge. The solu-

tions generated by the proposed algorithm would converge,
completing the convergence proof of our proposed algorithm.
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