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Abstract—In this paper, we propose a cache-aided non-
orthogonal multiple access (NOMA) scheme for spectrally effi-
cient downlink transmission. The proposed scheme not only reaps
the benefits associated with NOMA and caching, but also exploits
the data cached at the users for interference cancellation. As a
consequence, caching can help to reduce the residual interference
power, making multiple decoding orders at the users feasible. The
resulting flexibility in decoding can be exploited for improved
NOMA detection. We characterize the achievable rate region of
cache-aided NOMA and derive the Pareto optimal rate tuples
forming the boundary of the rate region. Moreover, we optimize
cache-aided NOMA for minimization of the time required for
completing file delivery. The optimal decoding order and the op-
timal transmit power and rate allocation are derived as functions
of the cache status, the file sizes, and the channel conditions.
Simulation results confirm that, compared to several baseline
schemes, the proposed cache-aided NOMA scheme significantly
expands the achievable rate region and increases the sum rate
for downlink transmission, which translates into substantially
reduced file delivery times.

Index Terms—Non-orthogonal multiple access (NOMA),
Caching, Achievable rate region, Radio resource allocation,
Convex and Nonconvex optimization, Pareto optimality

I. INTRODUCTION

NON-ORTHOGONAL multiple access (NOMA) is a key
enabler for spectrally efficient wireless communications

in the fifth-generation (5G) cellular networks [3]–[5]. NOMA
pairs multiple simultaneous downlink transmissions on the
same time-frequency resource via power domain or code do-
main multiplexing [6]. By employing successive interference
cancellation (SIC), strong user equipments (UEs) experienc-
ing favorable channel conditions can cancel the interference
caused by weak UEs suffering from poor channel conditions
that are paired on the same time-frequency resource [7].
Hence, strong UEs can achieve high data rates with low
transmit power. As a consequence, the interference caused
by strong UEs to weak UEs is limited and, at the same
time, a high transmit power can be allocated to weak UEs
to enhance user fairness [8]. NOMA has also been extended
to multicarrier and multi-antenna systems in [9]–[11].

However, despite the growing interest in NOMA, the fol-
lowing limitations exist. First, as information-theoretic studies
have shown, compared to conventional orthogonal multiple
access (OMA), NOMA cannot increase the sum capacity,
i.e., the maximum throughput of the system [7], [12], [13].

This work has been presented in part at the IEEE International Conference
on Communications (ICC), Kansas City, MO, May 2018 [1] and in the Ph.D.
thesis of the first author [2].

For this reason, it is widely accepted that NOMA cannot
meet the large capacity demands in 5G introduced by e.g.
video streaming applications. Hence, NOMA has been mainly
exploited to improve user fairness [3]–[5], [8]–[11]. Second,
the performance gains of NOMA over conventional OMA are
fundamentally limited by the users’ channel conditions [8].
For example, it is shown in [8] that fixed-power NOMA can
achieve a significant performance gain only when the channel
gains of the UEs are substantially different.

For capacity enhancement in 5G networks, wireless caching
has been recently proposed [14]. Different from OMA and
NOMA, caching exploits the statistical correlations of the
source files, e.g., the video files intended for streaming,
requested by the users [15]. By pre-storing the most popular
video files in close proximity of the UEs, e.g. at base stations
(BSs) and access points (APs), caching enables fast access
to these files for UEs within the coverage of the BSs and
the APs without burdening the backhaul links [16]. Moreover,
advanced caching schemes introduce additional degrees of
freedom which can be exploited in the physical layer to im-
prove the quality of service (QoS) [17], energy efficiency [18],
and communication secrecy [19], [20] during the delivery of
cached and/or uncached contents without requiring additional
spectral resources.

Recently, caching at streaming UEs, e.g. smartphones and
tablets, has been advocated [21], [22], which can enhance the
streaming quality of experience (QoE) while reducing (i.e.,
offloading) over-the-air traffic just by utilizing the storage
capacities available at the UEs. For example, UE side caching
for enhanced mobility management of streaming UEs has
been reported in [21]. Since only minimal upgrade of the
cellular infrastructure is required, UE side caching has been
also proposed for opportunistic sharing of video files among
UEs [22]. However, different from the caching at BSs and APs,
caching at UEs poses significant challenges for the design of
cache placement and delivery as the actual requests of each
UE are difficult to predict during cache placement due to the
users’ mobility and the random nature of the users’ requests.
For example, files cached at a UE may not be requested by
that UE later on, which reduces the performance gains enabled
by caching.

In this paper, we propose the joint design of wireless
caching and NOMA, which we refer to as cache-aided NOMA,
to maximize the performance gains introduced by caching at
the UEs. In fact, NOMA has been employed for instantaneous
cache placement in a relatively straightforward manner in
[23], where the placement and the delivery of video files are
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performed on the same time-frequency resource using conven-
tional NOMA. However, due to the aforementioned capacity
limitation of NOMA, the overhead introduced by instanta-
neous cache placement is non-negligible. Different from [23],
the proposed cache-aided NOMA exploits UE side caching
to improve both the achievable rate region and the achievable
sum rate of NOMA. The proposed scheme is inspired by coded
caching, also referred to as cache-enabled coded multicast, as
proposed in [24], [25]. In coded caching, exploiting the cached
data as side information, a coded multicast format is created
for simultaneous error-free video delivery to multiple users
[24]. Appealingly, coded caching facilitates a multiplicative
performance gain that scales with the aggregate cache memory
size of the UEs even if there is no coordination for cache
placement at the UEs [25]. Since the publication of [24], [25],
coded caching has attracted significant interest, see [26] and
references therein. However, the caching concepts proposed
in [24]–[26] are mainly applicable to noiseless and error-free
communication links, as found e.g. in wireline networks. For
wireless networks impaired by fading and noise, however, the
performance of coded multicast is limited by the UE experi-
encing the worst channel conditions in the multicast group. To
alleviate the adverse effects of fading, the authors of [27]–[30]
have explored advanced wireless coded caching schemes em-
ploying joint cache and channel coding over erasure, degraded,
and Gaussian broadcast channels. However, these advanced
caching schemes rely on highly sophisticated network coding
schemes for splitting files and forming multicast groups, which
hinders their practical implementation.

Different from coded caching, the proposed cache-aided
NOMA splits the video files into several subfiles and employs
superposition coding of the requested uncached subfiles during
delivery1. This allows the proposed cache-aided NOMA to
jointly exploit cached and previously decoded data for im-
proved interference cancellation at the UEs. In particular, if
the cached content is a hit, i.e., requested by the caching
UE, cache-aided NOMA enables the conventional offloading
of the video files. Furthermore, the missed cached data,
which is not requested by the caching UE, is exploited by
cache-aided NOMA as side information to facilitate (partial)
interference cancellation. This cache-enabled interference can-
cellation (CIC) improves the signal-to-interference-plus-noise
ratios (SINRs) of the received signals at both strong and weak
UEs irrespective of their respective channel conditions. As a
result, CIC may enable SIC even at weak UEs. By exploiting
joint CIC and SIC at both strong and weak UEs, cache-
aided NOMA can considerably reduce the impact of fading,
which leads to improved user fairness and higher achievable
sum rates compared to conventional NOMA. Furthermore, the
number of feasible decoding orders increases compared to
conventional NOMA. The decoding order can be optimized
according to the cache and channel statuses for efficient
resource allocation. The main contributions of this paper can
be summarized as follows:

• We propose a novel cache-aided NOMA scheme which

1As a result, unlike coded caching [24]–[30], cache-aided NOMA is directly
applicable for arbitrary file and cache sizes.

exploits cached data for cancellation of NOMA interfer-
ence for spectrally efficient downlink file delivery. We
characterize the achievable rate region of the proposed
scheme and show that the Pareto optimal boundary rate
tuples can be achieved by solving a rate maximization
problem.

• Based on the derived achievable rate regions for different
decoding orders, we jointly optimize the NOMA decod-
ing order and the transmit power and rate allocations for
minimization of the file delivery time to enable fast video
delivery. Based on the optimality conditions, we obtain
the optimal resource allocation in closed form.

• We show by simulation that the proposed scheme leads
to a considerably larger achievable rate region, a signif-
icantly higher achievable sum rate, and a substantially
lower file delivery time compared to several baseline
schemes, including the straightforward combination of
caching and NOMA.

To the best of the authors’ knowledge, this is the first
work that exploits cached data for cancellation of NOMA
interference. Hence, to provide insight into the design and per-
formance of the proposed novel cache-aided NOMA scheme,
we consider a two-user system. Nevertheless, an extension
to more than two users is possible as will be explained in
Section II-D.

The remainder of this paper is organized as follows. In
Section II, we present the system model and introduce the
proposed cache-aided NOMA scheme. In Section III, the
achievable rate regions of the proposed cache-aided NOMA
scheme are characterized for different cache configurations
and different decoding orders. The optimal power and rate
allocation for delivery time minimization is investigated in
Section IV. The performance of the proposed scheme is
evaluated in Section V, and finally, Section VI concludes the
paper.

Notation: N, C, and R+ denote the sets of natural, complex,
and nonnegative real numbers, respectively. |X | denotes the
cardinality of set X . CN

(
µ, σ2

)
represents the complex Gaus-

sian distribution with mean µ and variance σ2. E(·) and (·)T
are the expectation and the transpose operators, respectively.
1 [·] denotes the indicator function which is 1 if the event is
true and 0 otherwise. x � y (x � y) means that vector x is
element-wise greater (smaller) than or equal to vector y. For
decoding the received signals, the notation i

(m)→ xf means that
xf is the mth decoded signal at UE i. Similarly, i

(m)→ (xf , xf ′)
means that signals xf and xf ′ are jointly decoded in the
mth decoding step. Finally, C(Γ) , log2 (1 + Γ) denotes the
capacity function of an additive white Gaussian noise (AWGN)
channel, where Γ is the SINR.

II. SYSTEM MODEL

We consider cellular video streaming from a BS to two
UEs indexed by i and j, respectively. The BS and the UEs
are single-antenna devices2. UE k ∈ {i, j} is equipped with

2In small cells and Internet of Things (IoT) systems, deploying multiple
antennas at the BSs and the UEs may not be possible due to stringent
constraints on hardware complexity, energy consumption, and cost.
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a cache and the sizes of the cache may vary across UEs. We
consider the delivery of two files, WA and WB , WA 6= WB ,
of sizes VA and VB bits, respectively. The system employs
two transmission phases: the caching phase and the delivery
phase. Assume that files WA and WB consist of sequentially
organized video chunks. In the caching phase, UE k ∈ {i, j}
places portions of the video chunks of file Wf , f ∈ {A,B},
into its cache prior to the time of request, e.g. during the
early mornings when cellular traffic is low3. We assume that
UE k, k ∈ {i, j}, has cached ckf ∈ [0, 1] portion of file
Wf , f ∈ {A,B}. In this paper, we focus on the delivery
phase and assume that the values of ckf are given and fixed.
The proposed delivery scheme is applicable for any caching
scheme. In the delivery phase, the users’ requests are known
and the cached content is exploited for improved delivery of
the requested files. Without loss of generality, we assume that
UEs i and j request files WA and WB , respectively. The
requests are denoted as (i, A) and (j, B). We note that as
the cache placement is completed before the users’ requests
are known, the UEs may cache files which the users later do
not request.

For ease of illustration, we start by assuming that the video
chunks of WA and WB are cached in sequential order at
the UEs. In this case, the video chunks of the same file
cached at both UEs overlap. However, this assumption is not
critical for the proposed cache-aided NOMA scheme and can
be eliminated in a straightforward manner, as will be discussed
in Section II-D.

A. Cache Status and File Splitting

Let us define the minimum and the maximum cached
portions of file Wf as cf , mink∈{i,j} ckf and cf ,
maxk∈{i,j} ckf , which correspond to the cache status at UE
kf , arg mink∈{i,j} ckf and kf , arg maxk∈{i,j} ckf ,
respectively4. Consequently, four UE cache configurations are
possible at the time of request:
• Case I: i = kB and j = kA, i.e., i = kA and j = kB .
• Case II: i = kB and j = kA, i.e., i = kA and j = kB .
• Case III: i = kB and j = kA, i.e., i = kA and j = kB .
• Case IV: i = kB and j = kA, i.e., i = kA and j = kB .

In general, Case I corresponds to the scenario where each UE
has cached a smaller portion of the file that it is requesting than
the other UE. This constitutes an unfavorable cache placement
for both UEs but cannot be avoided in practice as the user
requests cannot be accurately predicted. Similarly, Cases II and
III correspond to unfavorable cache placements for UE j and
UE i, respectively. Finally, Case IV corresponds to favorable
cache placements for both UEs, whereby the cached portions
of the files are larger at the requesting UE than at the non-
requesting UE.

Let Zk , (Zk,A, Zk,B), k ∈ {i, j}, denote the cache status
of UE k, where Zk,f , f ∈ {A,B}, is the cached content

3We note that each UE may have cached multiple files but only the files
requested by the considered UEs are relevant during delivery. Hence, only
these files are considered here.

4If cif = cjf , then we set cf = ckf and kf = k, ∀(k, f) ∈
{(i, A), (j, B)}, for convenience.
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Fig. 1. (a) Illustration of file splitting for cache-aided NOMA transmission:
For prefix caching, the cached video chunks of file Wf , f ∈ {A,B}, at
one UE are prefixes of those at the other UE, whereas, for general caching,
each UE caches an arbitrary number of possibly different coded packets for
file Wf . (b) Subfiles and cache status Zk , k ∈ {i, j}, for different cache
configurations. The portions of the files that can be offloaded and canceled
via CIC are shown in yellow and green, respectively, cf. Remark 1.

of file Wf . We assume that Zk,f , f ∈ {A,B}, contains the
first portion of the video chunks of Wf in sequential order
such that the initial playback delay is reduced if file Wf is
requested by UE k. Moreover, based on the users’ requests
and cache configurations, Wf is split into three subfiles
(Wf0,Wf1,Wf2) for adaptive file delivery. As illustrated in
Fig. 1(a), Wf0 and Wf2 of size cfVf and (1− cf )Vf bits are
the video chunks which are cached and uncached at both UEs,
respectively, whereas subfile Wf1 of size (cf − ckf )Vf bits is
only cached at UE kf . Hence, we have Zkf ,f = (Wf0) and
Zkf ,f = (Wf0,Wf1), f ∈ {A,B}. The subfiles and cache
status for the four possible cache configurations are illustrated
in Fig. 1(b). As the cached data Zkf ,f is the prefix of Zkf ,f ,
the considered caching scheme is referred to as prefix caching
in [31].

B. NOMA Transmission

For video delivery, we assume a frequency flat quasi-static
fading channel, where the channel coherence time exceeds the
time needed for completion of file delivery. The received signal
at UE k ∈ {i, j} is given by

yk = hkx+ zk, (1)
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where hk ∈ C denotes the complex-valued channel gain
between the BS and UE k, which is constant during the
transmission of files WA and WB . x is the transmit signal
and zk ∼ CN (0, σ2

k) is the AWGN at UE k.
The BS is assumed to know the cache statuses Zi and

Zj during video delivery. Hence, the BS only transmits the
uncached subfiles requested by the UEs. Thereby, four inde-
pendent channel codebooks are employed to encode subfiles
Wfs, f ∈ {A,B}, s ∈ {1, 2}, at the BS and the corresponding
codewords are superposed before being broadcast over the
channel according to the NOMA principle. Taking the different
cache configurations into account, the respective BS transmit
signals are given by

x=


√
pi,1xA1+

√
pi,2xA2+

√
pj,1xB1+

√
pj,2xB2, for Case I,

√
pi,2xA2 +

√
pj,1xB1 +

√
pj,2xB2, for Case II,

√
pi,1xA1 +

√
pi,2xA2 +

√
pj,2xB2, for Case III,

√
pi,2xA2 +

√
pj,2xB2, for Case IV,

(2)
where xfs, f ∈ {A,B}, s ∈ {1, 2}, is the codeword
corresponding to subfile Wfs, and E

[
|xfs|2

]
= 1. pk,s ≥ 0,

k ∈ {i, j}, s ∈ {1, 2}, denotes the transmit power of codeword
xfs. In (2), xA1 (xB1) is not transmitted in Cases II and IV
(Cases III and IV) as it is already available at the requesting
UE i (UE j).

As the channel is static, we consider time-invariant power
allocation, i.e., the powers, pk,s, are fixed during file delivery.
The total transmit power at the BS is constrained to P , i.e.,

C1:
∑

k∈{i,j}

∑
s∈{1,2}

pk,s ≤ P. (3)

For future reference, we define p, (pi,1, pi,2, pj,1, pj,2) and
P ,

{
p ∈ R4

+ | C1
}

as the power allocation vector and the
corresponding feasible set, respectively.

C. Joint CIC and SIC Decoding

The proposed cache-aided NOMA scheme enables CIC at
the receiver, which is not possible with conventional NOMA.
The joint CIC and SIC receiver performs CIC preprocessing
of the received signal before SIC decoding as illustrated in
Fig. 2. In particular, in Cases I and III (Cases I and II),
the interference caused by codeword xA1 (xB1), which is
requested by UE i = kA (j = kB), is canceled at UE j = kA
(i = kB) by exploiting the cached data ZkA,A (ZkB ,B). Hence,
the residual received signal after CIC preprocessing is given
by

yCIC
i =


hi(
√
pi,1xA1 +

√
pi,2xA2 +

√
pj,2xB2) + zi,

for Cases I & III,
hi(
√
pi,2xA2 +

√
pj,2xB2) + zi,

for Cases II & IV,

(4)

yCIC
j =


hj(
√
pi,2xA2+

√
pj,1xB1+

√
pj,2xB2) + zj ,

for Cases I & II,
hj(
√
pi,2xA2 +

√
pj,2xB2) + zj ,

for Cases III & IV.

(5)

CIC preprocessing

channel 
hk

cache 
hit

Received 
signal

-

cache 
miss

+

x

Encode 

Cached 
data

 SIC decoding

..
.

Video 
playback 

and 
display

-

Decode x1

+ Encode x1x

channel hk

+ -

Decode xD

Encode xDx

channel hk

yk

Fig. 2. Joint CIC and SIC decoding at UE k ∈ {i, j} for cache-aided
NOMA. x1, . . . , xD ,D ≤ 3, represent the residual signals xfs, f ∈ {A,B},
s ∈ {1, 2}, which are not canceled by CIC but decoded successively by
employing SIC. The order in which the xfss are decoded can be optimized.

Remark 1. As shown in Fig. 1(b), for the proposed cache-aided
NOMA scheme, ckf portion of file Wf is not transmitted at all
as it is already cached at the requesting UE, while cf−ckf por-
tion of file Wf can be removed from the received signal of the
non-requesting UE k′ via CIC, where (k, f) ∈ {(i, A), (j, B)}
and k′ 6= k. As such, the proposed scheme can exploit cf
portion of file Wf for performance improvement, even if the
unfavorable cache configuration of Case I occurs, whereas a
straightforward combination of caching and NOMA can only
exploit the cached portion ckf of the requested file [23].
Remark 2. As CIC reduces multiuser interference, multiple
decoding orders may become feasible for SIC processing
of yCIC

k , k ∈ {i, j}. For example, for Case I, there are
4! = 24 candidate decoding orders based on (4) and (5)
compared to only 2! = 2 candidate decoding orders (of
which only one is feasible) for conventional NOMA. This
leads to a substantially increased flexibility for decoding the
video data based on yCIC

k . Hence, different from conventional
downlink NOMA transmission, for cache-aided NOMA, joint
optimization of the SIC decoding order and the power and rate
allocation based on the cache status and channel conditions
is desirable for performance optimization. Although decoding
order optimization is in principle a combinatorial problem, we
show in Section III by careful inspection of the SIC decoding
condition that the optimal decoding order is contained in a
small subset of all possible decoding orders, and hence the
associated complexity is limited.

D. Extensions
1) Extension to General Caching Schemes: The proposed

cache-aided NOMA scheme is also applicable to general
caching methods other than prefix caching. In particular, by
employing additional intra-session source coding of the video
files using e.g. maximum distance separable (MDS) codes
[32]–[34], the UEs can perform cache-aided NOMA even if
arbitrary rather than the first portions of the video chunks of
the video files are cached, which increases the flexibility in
the caching phase. Moreover, different from wireless coded
caching [27]–[30], MDS source coding is independent of the
channel coding employed for NOMA transmission and can be
efficiently implemented in practical systems.

Assume that an (mP , mC) MDS source code is employed
for file Wf , f ∈ {A,B}, where mP ∈ N packets are created
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from mC ∈ N chunks of the video file. The coded packets are
independent. Moreover, any mC(1 + ε) unique coded packets
collected from the cached and received data are sufficient to
recover the original video data for ε ≥ 0. Let mif and mjf ,
f ∈ {A,B}, be the number of (arbitrary) packets of Wf that
have already been cached at UEs i and j, respectively. Without
loss of generality, assume mif < mjf . Then, a minimum
number of mif possibly different packets are cached at both
UEs and can be offloaded once they are requested. Let Wf0

denote the packets offloaded by caching. Different from prefix
caching, now the packets of Wf0 may vary across the UEs.
Moreover, for file WA, at least mjA−miA unique packets are
cached at UE j, which are not cached at UE i but have to be
newly delivered as subfile WA1. For file WB , subfile WB1 is
defined in the same manner. Finally, for successful decoding
of the video files, the remaining mC(1 + ε) − mjf packets,
which are contained in subfiles WA2 and WB2, also have to
be delivered to the requesting UE.

Hence, subfiles Wfs, f ∈ {A,B}, s ∈ {1, 2}, are uniquely
defined for both UEs and the definition of Zi and Zj based on
Wfs remains the same as for prefix caching except that now
the Wfs consist of coded packets. By employing the proposed
cache-aided NOMA scheme, subfile Wf1, f ∈ {A,B}, which
is cached at the non-requesting UE, can be used for CIC. Note
that, for (asymptotically) optimal MDS codes, the performance
gap between general caching and prefix caching is negligible
as ε → 0. Henceforth, in the remainder of this paper, we
focus on analyzing cache-aided NOMA without specifying the
caching scheme adopted.

2) Extension to Multiple Users: As commonly assumed
in the NOMA literature [8]–[10], we consider a system of
two UEs to limit the decoding cost and delay incurred at
the UE performing SIC. If more than two UEs are present,
they can be grouped such that each group includes two UEs
which share the same resource block via NOMA, while UEs in
different groups are allocated to different resource blocks [8]–
[10]. Consequently, the proposed cache-aided NOMA scheme
and the derived results can be extended to the case of more
than two UEs in a straightforward manner. On the other hand,
pairing more than two UEs in one group, although possible,
may be undesirable because of the associated increase in
complexity and delay. Furthermore, in practice, SIC decoders
are imperfect and the resulting decoding errors may propagate
over multiple decoding stages, leading to additional perfor-
mance degradation.

III. ACHIEVABLE RATE REGION

In this section, we evaluate the achievable rate region of
the proposed cache-aided NOMA scheme5. Based on the
derived achievable rate region results, we further show that
the Pareto optimal boundary can be determined by solving a
rate maximization problem. Let r , (ri,1, ri,2, rj,1, rj,2) be the
rate allocation vector, where rk,s ≥ 0 is the rate for delivering

5We note that the achievable rate region of downlink broadcast channels for
the case where one user’s message is fully known at the other user(s) has been
studied in [35]. However, for cache-aided NOMA, a user’s message may only
be partially known at the other user, cf. (4) and (5). Due to this difference,
the results in [35] are not directly applicable to cache-aided NOMA.

xfs to UE k, (k, f) ∈ {(i, A), (j, B)}, s ∈ {1, 2}. We define
αk , σ2

k

|hk|2
, k ∈ {i, j}, as the effective noise variance at UE

k. Without loss of generality, we assume αi < αj , i.e., UE i
has a larger channel gain than UE j.

A. Derivation of Achievable Rate Region

We first consider Case I, which among the four possible
cache configurations is the most challenging to analyze. We
then show that the results obtained for Case I can be extended
to Cases II–IV in a straightforward manner.

According to (4) and (5), for Case I, signals xf1 and
xf2 are delivered to UE k simultaneously, where (k, f) ∈
{(i, A), (j, B)}, and xB1 (xA1) is canceled at UE i (UE j) by
CIC. Moreover, xA2 and xB2, which constitute interference
signals at one of the UEs, are received at both UEs, whereas
xA1 and xB1 are only included in the residual received signal
yCIC
k of the requesting UE. The interference signals can be

decoded and canceled only if the SIC decoding condition is
fulfilled, i.e., the received SINR for xA2 and xB2 at the non-
requesting UEs, UE j and UE i, has to exceed that at the
requesting UEs, UE i and UE j, respectively. In contrast,
for signals xA1 and xB1, such a constraint is not required.
Depending on which signal is decoded first, three cases can
be distinguished: for the first two cases, signals xA1 and xB1

are decoded first at the requesting UEs, respectively, whereas,
for the third case, the interference signals xA2 and xB2 are
decoded first. Since (4) and (5) constitute a non-degraded
broadcast channel [12], [13], the achievable rate regions for
all three cases have to be evaluated for specific power regions
individually.

1) UE i
(1)→ xA1: If UE i decodes xA1 first, signals y(1)

i =
hi(
√
pi,2xA2 +

√
pj,2xB2) + zi and y(1)

j = hj(
√
pi,2xA2 +√

pj,2xB2 +
√
pj,1xB1) + zj have to be subsequently decoded

at UE i and UE j, respectively. The achievable rate region is
provided in Proposition 1.
Proposition 1. When UE i

(1)→ xA1, the rate region
RI,1 (PI,1)

⋃
RI,2 (PI,2) is achievable, where

RI,1 (PI,1),
⋃

p∈PI,1


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C [1]

i,1 = C
(

pi,1
pi,2+pj,2+αi

)
,

ri,2 ≤ C [1]

i,2 = C
(
pi,2
αi

)
,

rj,s ≤ C [1]

j,s = C
(

pj,s
pi,2+αj

)
, s∈{1, 2} ,

rj,1 + rj,2 ≤ C [1]

j,1,2 = C
(
pj,1+pj,2
pi,2+αj

)
,


(6)

RI,2 (PI,2),
⋃

p∈PI,2


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C [2]

i,1 = C
(

pi,1
pi,2+pj,2+αi

)
,

ri,2 ≤ C [2]

i,2 = C
(

pi,2
pj,2+αi

)
,

rj,1 ≤ C [2]

j,1 = C
(
pj,1
αj

)
,

rj,2 ≤ C [2]

j,2 = C
(

pj,2
pi,2+pj,1+αj

)
,


(7)

with PI,1 = P and PI,2 , {p ∈ P | pj,2 − pj,1 > αj − αi}.
For RI,1 (PI,1), the decoding orders for UEs i and j are given
as i

(1)→ xA1
(2)→ xB2

(3)→ xA2 and j
(1)→ (xB1, xB2), respectively.

For RI,2 (PI,2), the decoding orders are i
(1)→ xA1

(2)→ xA2 and
j

(1)→ xA2
(2)→ xB2

(3)→ xB1, respectively.
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Proof: Please refer to the Appendix.

Remark 3. In Proposition 1, the interference for decoding xA2

is reduced after xA1 has been decoded and canceled from
yCIC
i . Hence, decoding xA1 first is desirable when e.g. WA1

has a smaller size and/or requires a lower delivery rate than
WA2. Moreover, UE j can achieve a larger rate in RI,2 (PI,2)
than in RI,1 (PI,1) as

C [2]

j,1+C [2]

j,2≥C
(

pj,1
pi,2 + αj

)
+C

(
pj,2

pi,2 + pj,1 + αj

)
=C [1]

j,1,2,

(8)
where equality holds for pi,2 = 0.

2) UE j
(1)→ xB1: Decoding and canceling xB1 first

improves the SINR of xB2 at UE j, which is desirable
when subfile WB1 has a smaller size than WB2. After xB1

has been canceled, the resulting signals at UE i and UE j
are y(1)

i = hi(
√
pi,1xA1 +

√
pi,2xA2 +

√
pj,2xB2) + zi and

y(1)

j = hj(
√
pi,2xA2 +

√
pj,2xB2) + zj , respectively. The

corresponding achievable rate region is given in Proposition 2.
Proposition 2. When UE j

(1)→ xB1, the rate region
RI,3 (PI,3)

⋃
RI,4 (PI,4)

⋃
RI,5 (PI,5) is achievable, where

RI,3 (PI,3) ,
⋃

p∈PI,3


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,s ≤ C
(
pi,s
αi

)
, s ∈ {1, 2} ,

ri,1 + ri,2 ≤ C
(
pi,1+pi,2

αi

)
,

rj,1 ≤ C
(

pj,1
pi,2+pj,2+αj

)
,

rj,2 ≤ C
(

pj,2
pi,2+αj

)
,


(9)

RI,4 (PI,4) ,
⋃

p∈PI,4


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C
(

pi,1
pj,2+αi

)
,

ri,2 ≤ C
(

pi,2
pi,1+pj,2+αi

)
,

rj,1 ≤ C
(

pj,1
pi,2+pj,2+αj

)
,

rj,2 ≤ C
(
pj,2
αj

)
,


(10)

RI,5 (PI,5) ,
⋃

p∈PI,5


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C
(

pi,1
pi,2+pj,2+αi

)
,

ri,2 ≤ C
(
pi,2
αi

)
,

rj,1 ≤ C
(

pj,1
pi,2+pj,2+αj

)
,

rj,2 ≤ C
(

pj,2
pi,2+αj

)
,


(11)

with PI,3 , {p ∈ P | pi,1 < αj − αi} and PI,4 = PI,5 =

P\PI,3. The decoding orders achievingRI,3 (PI,3) are UE i
(1)→

xB2
(2)→ (xA1, xA2) and UE j

(1)→ xB1
(2)→ xB2. Moreover, the

decoding orders for RI,4 (PI,4) are UE i
(1)→ xA2

(2)→ xA1 and
UE j

(1)→ xB1
(2)→ xA2

(3)→ xB2. Finally, RI,5 (PI,5) is achieved
by the decoding orders UE i

(1)→ xA1
(2)→ xB2

(3)→ xA2 and UE
j

(1)→ xB1
(2)→ xB2.

Proof: The proof is similar to that for Proposition 1.

Remark 4. From Propositions 1 and 2 we have RI,5 (PI,5) ⊆
RI,1 (PI,1), where the decoding orders for achieving both rate
regions coincide. Hence, for Case I, RI,5 (PI,5) can be ignored
without affecting the overall achievable rate region. However,
RI,5 (PI,5) is needed to obtain the achievable rate region for
Case III, cf. RIII(P) in Corollary 1, and hence, is included
here.

3) UE j
(1)→ (xA2, xB2) and UE i

(1)→ (xA2, xB2): Recall
that decoding the interference signals first is only possible if
the SIC condition is fulfilled. For this case, the achievable rate
region is given in Proposition 3.

Proposition 3. When UE j
(1)→ (xA2, xB2) and UE

i
(1)→ (xA2, xB2), the achievable rate region is given by

RI,6 (PI,6)
⋃
RI,7 (PI,7)

⋃
RI,8 (PI,8) , where

RI,6 (PI,6) ,
⋃

p∈PI,6


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,s ≤ C
(
pi,s
αi

)
, s ∈ {1, 2} ,

ri,1 + ri,2 ≤ C
(
pi,1+pi,2

αi

)
,

rj,1 ≤ C
(

pj,1
pi,2+αj

)
,

rj,2 ≤ C
(

pj,2
pj,1+pi,2+αj

)
.


(12)

RI,7 (PI,7) ,
⋃

p∈PI,7


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C
(

pi,1
αi+pj,2∆

)
,

ri,2 ≤ C
(

pi,2
pi,1+pj,2+αi

)
,

rj,1 ≤ C
(
pj,1
αj

)
,

rj,2 ≤ C
(

pj,2
pi,2+pj,1+αj

)
,


(13)

RI,8 (PI,8) ,
⋃

p∈PI,8


r

∣∣∣∣∣∣∣∣∣∣∣∣

ri,1 ≤ C
(

pi,1
pj,2+αi

)
,

ri,2 ≤ C
(

pi,2
pi,1+pj,2+αi

)
,

rj,s ≤ C
(
pj,s
αj

)
, s ∈ {1, 2} ,

rj,1 + rj,2 ≤ C
(
pj,1+pj,2

αj

)
,


(14)

with PI,6 , {p ∈ P | pi,1 < pj,1 + αj − αi}, PI,7 = PI,8 =
P\PI,6, and ∆ , 1[pi,2 > pi,1−pj,1−αj+αi]. The decoding
orders achieving RI,6 (PI,6) are UE i

(1)→ xB2
(2)→ (xA1, xA2)

and UE j
(1)→ xB2

(2)→ xB1. Moreover, RI,7 (PI,7) is achieved
with decoding orders

UE i
(1)→ xA2

(2)→

{
xA1, if ∆ = 1,

xB2
(3)→ xA1, otherwise,

and UE j
(1)→ xB2

(2)→ xB1. Finally, RI,8 (PI,8) is achieved with
decoding orders UE i

(1)→ xA2
(2)→ xA1 and UE j

(1)→ xA2
(2)→

(xB1, xB2).

Proof: The proof is similar to that for Proposition 1.

Remark 5. Different from conventional NOMA, for the pro-
posed cache-aided NOMA scheme, file splitting enables joint
decoding. For example, joint decoding of xB1 and xB2 at
UE j is possible in RI,1 (PI,1) and RI,8 (PI,8), as the two
signals are received by UE j over the same AWGN channel
with noise variances pi,2 +αj and αj , respectively. Therefore,
UE j can flexibly choose the decoding order of these files.
Similarly, joint decoding of xA1 and xA2 is possible at
UE i in RI,3 (PI,3) and RI,6 (PI,6), respectively. We note
that employing file splitting in conventional NOMA cannot
increase the achievable rates at the UEs. However, for the
proposed cache-aided NOMA, if a portion of a file is cached
at one of the UEs, the achievable rates of the UEs can be
increased by file splitting because of the CIC.

Finally, combining the results in Propositions 1–3, the
overall achievable rate region for Case I is given by RI(P) ,
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⋃8
n=1RI,n(PI,n). Furthermore, the achievable rate regions for

the other cache configurations can be obtained as special cases
of RI, as shown in Corollary 1.

Corollary 1. For Cases II, III, and IV, the respective achiev-
able rate regions are given by

RII(P) =
⋃
p∈P

{
r | r ∈

⋃2

n=1
RI,n(PI,n), ri,1 = 0

}
, (15)

RIII(P) =
⋃
p∈P

{
r | r ∈

⋃5

n=3
RI,n(PI,n), rj,1 = 0

}
, (16)

RIV(P) =
⋃
p∈P

(ri,2, rj,2)

∣∣∣∣∣∣ ri,2 ≤ C
(
pi,2
αi

)
,

rj,2 ≤ C
(

pj,2
pi,2+αj

) , (17)

where (17) is a special case of (15) and (16) as RIV(P) =
RII(P)

⋂
RIII(P).

Proof: From (4) and (5) we observe that the received
signals after CIC for Case II (Case III) are identical to those
for Case I with UE i

(1)→ xA1 (UE j
(1)→ xB1). Hence, according

to Propositions 1 and 2, the achievable rate regions for Cases II
and III are given by (15) and (16), respectively, where ri,1 = 0
and rj,1 = 0, i.e., pi,1 = 0 and pj,1 = 0 are optimal. Finally,
Case IV corresponds to a degraded broadcast channel, and its
capacity region (17) is achieved by SIC where xB2 is canceled
at UE i before decoding xA2, as αi < αj , while xA2 is treated
as noise at UE j for decoding xB2 [12], [13]. This completes
the proof.

B. Pareto Optimal Rate Tuples

For a unified analysis, in the following, we drop the cache
configuration index and denote the achievable rate region
of cache-aided NOMA as R(P) =

⋃
n∈N Rn(Pn), where

Rn(Pn) is the rate region achieved by decoding order n ∈
N ⊆ {1, . . . , 8} as specified in Section III-A. To unify our
presentation, we express Rn(Pn) as

Rn(Pn)=
⋃

p∈Pn

{
r

∣∣∣∣C2: rks≤C [n]

k,s(p), k∈{i, j} , s∈{1, 2}
C3: rk1+rk2≤C [n]

k,1,2(p), k∈{i, j}

}
,

(18)
where C [n]

k,s and C [n]

k,1,2 denote the achievable rate bounds for
decoding signal xfs, s ∈ {1, 2}, and signals {xf1, xf2} at
user k ∈ {i, j} employing decoding order n, respectively, cf.
(6) and (7)6. If only C2 is present in Rn(Pn) in Section III-A,
as is e.g. the case for UE i in (6), C3 can be added without
impacting the rate region by defining C [n]

k,1,2 = C [n]

k,1 + C [n]

k,2.
For an efficient system design, we study the Pareto optimal

rate tuples on the boundary of the achievable rate region [36].
Assume that r∗ ∈ R(P) is Pareto optimal. Then, a rate tuple
satisfying r � r∗ is feasible, i.e., r ∈ R(P), only if r =
r∗. That is, it is impossible to improve one transmission rate
without decreasing at least one of the other transmission rates.

On the other hand, to maximize the performance, power
and rate have to be jointly optimized. Unfortunately, with

6Due to limited space, we define C[n]

k,s and C[n]

k,1,2 only for n = 1, 2 in (6)
and (7). However, they can be similarly defined in a straightforward manner
for n = 3, . . . , 8 in (9)–(14).

adaptive power allocation, the derivation of the Pareto optimal
rate tuples is not straightforward. In particular, as the union of
convex sets is not necessarily convex, the rate regions Rn(Pn)
and R(P) are in general nonconvex. To characterize r∗ for the
nonconvex rate region R(P), we consider the following rate
maximization problem7 [37]:

P0: max
r∈R,p∈P, rΣ≥0

rΣ (19)

s.t. C4: rk,s ≥ νk,srΣ, k ∈ {i, j} , s ∈ {1, 2} ,

where νk,s ∈ [0, 1] are constants fulfilling∑
k∈{i,j}

∑
s∈{1,2} νk,s = 18. Problem P0 is not jointly

convex with respect to (w.r.t.) r and p as C [n]

k,s(p) and
C [n]

k,1,2(p) in C2 and C3 may be nonconvex, cf. (18). Hence,
the (globally) optimal solution of Problem P0 is not directly
available. Nevertheless, we notice that the objective function
of Problem P0 is monotonically increasing with respect to rΣ

and that problem P0 is always feasible for any rΣ ∈ [0, r∗Σ],
where r∗Σ is the optimal value of problem P0. In the following,
we show that, because of these properties, Problem P0 can
be solved by evaluating a sequence of convex problems [37].
In particular, for given rΣ, the following feasibility problems
can be defined

P0(n): max
p∈Pn

1 (20)

s.t. C5: C [n]

k,s(p) ≥ νk,srΣ, k ∈ {i, j} , s ∈ {1, 2} ,
C6: C [n]

k,1,2,(p) ≥ (νk,1 + νk,2)rΣ, k ∈ {i, j} ,

for decoding order n ∈ N , where constraints C5 and C6 are
equivalent reformulations of C2–C4. The optimal value of P0,
r∗Σ, can be found iteratively by employing Algorithm 1. In
particular, in each iteration, the feasibility problems P0(n),
n ∈ N , are solved for a given rΣ, cf. line 4. We have r∗Σ ≥ rΣ

if problem P0(n) is feasible for some n, i.e., rΣ is a lower
bound on r∗Σ, and r∗Σ ≤ rΣ otherwise, i.e., rΣ is an upper
bound on r∗Σ. Hence, a bisection search can be applied to
iteratively update the value of rΣ until the gap between the
lower and the upper bounds vanishes, whereby r∗Σ is obtained.
Moreover, efficient convex optimization algorithms can be
employed [36] in line 4 of Algorithm 1. This is because
although C5 and C6 are linear fractional constraints of the
form log2

(
1 + aTp

bTp+1

)
≥ c for a,b ∈ R4

+ and c ∈ R+, they
can be transformed into equivalent convex constraints of the
form (a− (2c − 1)b)

T
p ≥ 2c − 1 such that an equivalent

convex formulation of problem P0(n) is obtained. Therefore,
for given νk,s, k ∈ {i, j}, s ∈ {1, 2}, the obtained solution of
P0 defines a Pareto optimal rate tuple with r∗k,s = νk,sr

∗
Σ. The

remaining Pareto optimal points are obtained by varying νk,s
[37]. Note that, given an initial search range [LB,UB], the
computational complexity of Algorithm 1 is O

(
log2

UB−LB
ε

)
[36, Ch. 4.2.5], where O (·) is the big-O notation and ε > 0
is the tolerance.

7As R(P) is nonconvex, weighted sum rate maximization is not applicable
for computing r∗ [36, Ch. 4.7].

8For Cases II and III, we have νi,1 = 0 and νj,1 = 0, respectively.
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Algorithm 1 Bisection search for r∗Σ.
1: initialization: Set LB → 0, UB → C

(
P
αj

)
+ C

(
P
αi

)
, and

tolerance ε;
2: repeat
3: rΣ → (LB + UB)/2;
4: Solve feasibility problem (20) for rΣ and each n ∈ N ;
5: if (20) is feasible for some n then
6: LB → rΣ;
7: else
8: UB → rΣ;
9: end if

10: until UB − LB < ε.

IV. RATE AND POWER ALLOCATION FOR DELIVERY TIME
MINIMIZATION

In this section, cache-aided NOMA is exploited for fast
video streaming. To this end, we first formulate a joint decod-
ing order, transmit power, and rate optimization problem for
minimization of the delivery time. Then, the optimal solutions
are characterized as functions of the cache status, the requested
file sizes, and the channel conditions across UEs.

A. Optimization Problem Formulation

Let T be the time required to complete the delivery of the
requested files. We have

T = max
k∈{i,j}, s∈{1,2}

βk,s
rk,s

, (21)

for r ∈ R, where βk,1 , (cf −ckf )Vf and βk,2 , (1−cf )Vf ,
(k, f) ∈ {(i, A), (j, B)}, denote the effective volume of data
to be delivered to UE k. To avoid trivial results, we assume
throughout this section that βk,1 + βk,2 > 0, ∀k ∈ {i, j}, i.e.,
both UEs request some video data that is not cached9. Conse-
quently, the delivery time optimization problem is formulated
as

P1: min
r∈R, p∈P, T≥0

T (22)

s.t. C7: rksT ≥ βk,s, k ∈ {i, j} , s ∈ {1, 2} ,

where constraint C7 ensures that file delivery completes no
later than time T .

Problem P1 is in general nonconvex as the capacity bound
functions in C2 and C3 in (18) are not jointly convex w.r.t. r
and p, and C7 is bilinear. This type of problem is usually NP
hard. However, based on necessary conditions that the optimal
solution of Problem P1 has to fulfill, the optimal solution can
be analytically derived.

B. Optimal Solution of Problem P1

For the optimal decoding order, the optimal power and rate
allocation have to satisfy the conditions specified in Lemma 1.

Lemma 1. Assume that decoding order n is optimal. Then,
the optimal power and rate allocation policy, denoted by p∗k,s

9If βk,1 + βk,2 = 0, we have pk,1 = pk,2 = 0 and rk,1 = rk,2 = 0.

and r∗k,s, k ∈ {i, j}, s ∈ {1, 2}, that solves Problem P1
necessarily fulfills:

βi,s′r
∗
j,s = βj,sr

∗
i,s′ , s, s′ ∈ {1, 2} , (23)

r∗k,s (p∗)=

{
βk,s

βk,1+βk,2
C [n]

k,1,2, if C [n]

k,1+C [n]

k,2>C
[n]

k,1,2,

C [n]

k,s, otherwise,
(24)

p∗i,1 + p∗i,2 + p∗j,1 + p∗j,2 = P. (25)

Proof: The proof requires checking whether the inequality
constraints, e.g., C7, hold with equality at optimum. To this
end, a proof by contradiction similar to that for Proposition 3
in [20] can be constructed. Due to the limited space, the details
are omitted here.

According to Lemma 1, the optimal rate allocations r∗k,s are
proportional to the effective delivery sizes βk,s in (23), i.e.,
C7 is active. Especially, if βk,s = 0, (23) implies rk,s = 0
for k ∈ {i, j}, s ∈ {1, 2}. Moreover, for any feasible
power allocation, the rate region Rn, cf. (18), reduces to a
polyhedron. Consequently, (24) ensures that the optimal rate
tuple is located on the dominant face10 of Rn [7, pp. 231].
Finally, (25) indicates that the optimal power allocation utilizes
the maximum possible transmit power.

Lemma 1 provides the set of equations required for solving
the optimal power and rate allocation problem for a given
decoding order. By solving (23)–(25) in Lemma 1, the optimal
solution of Problem P1 for Case I can be obtained in closed
form, cf. Proposition 4.

Proposition 4. For Case I, the optimal rate and power
allocation for decoding order n ∈ {1, . . . , 8} are given by

r∗k,s = C
(p∗k,s
I∗k,s

)
, and p∗k,s =

(
γ
βk,s
n − 1

)
I∗k,s, (26)

respectively, where I∗k,s, k ∈ {i, j}, s ∈ {1, 2}, denotes the
residual interference-plus-noise power for decoding signal xk,s
if r∗k,s and p∗k,s are employed, and γn is chosen such that (25)
is fulfilled. Moreover, the optimal delivery time is given by

T ∗I =
1

log2 γ
∗
I
, with γ∗I = max

n∈{1,...,8}
γn. (27)

The decoding order and the respective powers and rates that
achieve T ∗I are optimal. The expressions for the optimal
interference-plus-noise and transmit powers for all feasible
decoding orders are provided in Tables I and II, respectively.

Proof: We show the proof only for n = 1, i.e., for r ∈
RI,1 (cf. Proposition 1), but the same approach can be used to
prove the results for the other values of n. According to (24),
if xB2 is decoded after xB1, the optimal rate allocation is as
follows,
r∗i,1 = C [1]

i,1, r
∗
j,1 =

βj,1
βj,1+βj,2

C [1]

j,1,2 = C
(

p∗j,1
p∗j,2+p∗i,2+αj

)
, (28)

r∗i,2 = C [1]

i,2, r
∗
j,2 =

βj,2
βj,1+βj,2

C [1]

j,1,2 = C
(

p∗j,2
p∗i,2+αj

)
.

Otherwise, the optimal rate allocation is given by
r∗i,1 = C [1]

i,1, r
∗
j,1 =

βj,1
βj,1+βj,2

C [1]

j,1,2 = C
(

p∗j,1
p∗i,2+αj

)
, (29)

10For a polyhedron, any point that lies outside the dominant face is
dominated elementwise by a point on the dominant face [7].
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TABLE I
OPTIMAL INTERFERENCE-PLUS-NOISE POWER, I∗k,s , AND DECODING ORDER FOR CASE I. OPTIMAL RATE ALLOCATION IS GIVEN BY

r∗k,s = C
(
p∗k,s/I

∗
k,s

)
, WHERE p∗k,s IS PROVIDED IN TABLE II.

Index Optimal value of I∗i,1, I
∗
i,2, I

∗
j,1, I

∗
j,2 Optimal decoding order

n = 1 p∗i,2 + p∗j,2 + αi, αi,

p∗j,2 + p∗i,2 + αj , p
∗
i,2 + αj

p∗i,2 + αj , p
∗
i,2 + p∗j,1 + αj

 i
(1)→ xA1

(2)→ xB2
(3)→ xA2, j

(1)→
{
xB1

(2)→ xB2

xB2
(2)→ xB1

n = 2 p∗i,2 + p∗j,2 + αi, p
∗
j,2 + αi, αj , p

∗
i,2 + p∗j,1 + αj i

(1)→ xA1
(2)→ xA2, j

(1)→ xA2
(2)→ xB2

(3)→ xB1

n = 3

p∗i,2 + αi, αi,

αi, p
∗
i,1 + αi,

 p∗i,2 + p∗j,2 + αj , p
∗
i,2 + αj i

(1)→ xB2
(2)→
{
xA1

(3)→ xA2,

xA2
(3)→ xA1,

j
(1)→ xB1

(2)→ xB2

n = 4 p∗j,2 + αi, p
∗
i,1 + p∗j,2 + αi, p

∗
i,2 + p∗j,2 + αj , αj i

(1)→ xA2
(2)→ xA1, j

(1)→ xB1
(2)→ xA2

(3)→ xB2

n = 5 p∗i,2 + p∗j,2 + αi, αi, p
∗
i,2 + p∗j,2 + αj , p

∗
i,2 + αj i

(1)→ xA1
(2)→ xB2

(3)→ xA2, j
(1)→ xB1

(2)→ xB2

n = 6

p∗i,2 + αi, αi,

αi, p
∗
i,1 + αi,

 p∗i,2 + αj , p
∗
j,1 + pi,2 + αj i

(1)→ xB2
(2)→
{
xA1

(3)→ xA2,

xA2
(3)→ xA1,

j
(1)→ xB2

(2)→ xB1

n = 7 αi + p∗j,2∆, p∗i,1 + p∗j,2 + αi, αj , p
∗
i,2 + p∗j,1 + αj i

(1)→ xA2
(2)→
{
xA1, if ∆ = 1,

xB2
(3)→ xA1, otherwise,

j
(1)→ xB2

(2)→ xB1

n = 8 p∗j,2 + αi, p
∗
i,1 + p∗j,2 + αi,

p∗j,2 + αj , αj

αj , p
∗
j,1 + αj

 i
(1)→ xA2

(2)→ xA1, j → xA2
(2)→
{
xB1

(3)→ xB2

xB2
(3)→ xB1

r∗i,2 = C [1]

i,2, r
∗
j,2 =

βj,2
βj,1+βj,2

C [1]

j,1,2 = C
(

p∗j,2
p∗i,2+p∗j,1+αj

)
.

In both cases, we have r∗k,s = C
(
p∗k,s
I∗k,s

)
. Meanwhile, accord-

ing to (23), the optimal power allocation fulfills
βi,1
r∗i,1

=
βi,2
r∗i,2

=
βj,1
r∗j,1

=
βj,2
r∗j,2

= 1
log2 γ1

, (30)

where γ1 is chosen such that (25) holds. Hence, p∗k,s =(
γ
βk,s
n − 1

)
I∗k,s. By solving the above system of equations,

the optimal power allocation for n = 1 can be obtained as in
Table II. This completes the proof.
Remark 6. From Table II, we observe that for decoding order
n, p∗k,s increases exponentially with the effective volume of
delivery data βk,s and linearly with the effective channel gain
αk of UE k. However, as the interference-plus-noise power
I∗k,s of UE k may depend on the cache and channel statuses
of the other UE, the specific value of p∗k,s has to be calculated
according to the cache and channel statuses of both UEs. On
the other hand, from Table I, we can observe that I∗k,s ≥ I∗k′,s′
whenever xk,s is decoded before xk′,s′ for any k, k′ ∈ {i, j},
s, s′ ∈ {1, 2}. For example, for decoding order n = 1, we

have I∗i,1 ≥ I∗j,2 ≥ I∗i,2 if i
(1)→ xA1

(2)→ xB2
(3)→ xA2 and

I∗j,2 ≥ I∗j,1 (I∗j,2 ≤ I∗j,1) if j
(1)→ xB2

(2)→ xB1 (j
(1)→ xB1

(2)→
xB2), respectively. Hence, by selecting the decoding order with
xBs, s ∈ {1, 2}, decoded last, the weak user can achieve
a high delivery rate and a short delivery time. Furthermore,
owing to the SIC decoding condition, we need to search only
8, rather than 24, feasible decoding orders in the worst case for
determining the optimal decoding order, which substantially
reduces the computational complexity.
Remark 7. We note that the computational complexity of
cache-aided NOMA is dominated by SIC as CIC does not
require decoding. According to Table I, at the strong UE,
cache-aided NOMA and conventional NOMA have similar
computational complexity except that the former requires the

interfering and the desired signals to be decoded in multiple
SIC stages. On the other hand, at the weak UE, the computa-
tional complexity of cache-aided NOMA is higher than that of
conventional NOMA when cache-aided NOMA enables SIC.

Meanwhile, the optimal delivery times for the cache con-
figurations of Cases II–IV are given in Corollary 2.

Corollary 2. For Cases II and III, the optimal delivery time
is given by

T ∗II =
1

log2 γ
∗
II
, with γ∗II = max

n∈{1,2}
γn, (31)

T ∗III =
1

log2 γ
∗
III
, with γ∗III = max

n∈{3,4,5}
γn. (32)

The decoding order and the respective power and rate allo-
cations that minimize the delivery time are obtained as those
for n ∈ {1, . . . , 5} in Tables I and II except that r∗i,1 = 0,
p∗i,1 = 0 for n ∈ {1, 2} and r∗j,1 = 0, p∗j,1 = 0 for
n ∈ {3, 4, 5}. For Case IV, the optimal delivery time is
given by T ∗IV = max

{
βi,2
r∗i,2

,
βj,2
r∗j,2

}
, with optimal rate allocation

r∗i,2 = C
(
p∗i,2
αi

)
and r∗j,2 = C

(
p∗j,2

p∗i,2+αj

)
, and the optimal

power allocation (p∗i,2, p
∗
j,2) is obtained from

p∗j,2 =
[(

1 + p∗i,2/αi
)βj,2/βi,2 − 1

] (
p∗i,2 + αj

)
and

p∗i,2 + p∗j,2 = P. (33)

Proof: The proof is similar to that for Proposition 4.

Remark 8. In Proposition 4 and Corollary 2, finding the
optimal γn that fulfills (25) involves a one-dimensional search,
for which, e.g., the bisection method can be used, similar to
Algorithm 1. Assume that we start searching for γn in the
range [0, P ]. By bisection search, O

(
log2

P
ε

)
iterations are

needed to determine the optimal power allocation γn with
tolerance ε > 0 [36, Ch. 4.2.5].
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TABLE II
OPTIMAL POWER ALLOCATION, p∗k,s , FOR CASE I.

Index Optimal power allocation p∗i,1, p
∗
i,2, p

∗
j,1, p

∗
j,2

n = 1 (γ
βi,1
1 − 1)(αiγ

βi,2
1 + p∗j,2), αi(γ

βi,2
1 − 1),

γ
βj,2
1 (γ

βj,1
1 −1)(αiγ

βi,2
1 +αj−αi), (γ

βj,2
1 −1)(αiγ

βi,2
1 +αj−αi)

(γ
βj,1
1 −1)(αiγ

βi,2
1 +αj−αi), γ

βj,1
1 (γ

βj,2
1 −1)(αiγ

βi,2
1 +αj−αi)


n = 2

γ
βi,2
2 (γ

βi,1
2 −1)

γ
βi,2
2 −1

p∗i,2,
(γ
βi,2
2 −1)(αi+αjγ

βj,1+βj,2
2 −αjγ

βj,1
2 )

γ
βj,2
2 +γ

βi,2
2 −γ

βi,2+βj,2
2

, αj(γ
βj,1
2 − 1),

(γ
βj,2
2 −1)(αiγ

βi,2
2 +αjγ

βj,1
2 −αi)

γ
βj,2
2 +γ

βi,2
2 −γ

βi,2+βj,2
2

n = 3

αiγ
βi,2
3 (γ

βi,1
3 − 1), αi(γ

βi,2
3 − 1),

αi(γ
βi,1
3 − 1), αiγ

βi,1
3 (γ

βi,2
3 − 1),

 (γ
βj,1
3 − 1)(p∗i,2 + p∗j,2 + αj), αiγ

βi,1+βi,2
3 (γ

βj,2
3 − 1)

n = 4 (γ
βi,1
4 −1)(αjγ

βj,2
4 −αj+αi), γ

βi,1
4 (γ

βi,2
4 −1)(αjγ

βj,2
4 −αj+αi), (γ

βj,1
4 − 1)(p∗i,2 + p∗j,2 + αj), αj(γ

βj,2
4 − 1)

n = 5 (γ
βi,1
5 − 1)(αiγ

βi,2
5 + p∗j,2), αi(γ

βi,2
5 − 1), γ

βj,2
5 (γ

βj,1
5 −1)(αiγ

βi,2
5 +αj−αi), (γ

βj,2
5 −1)(αiγ

βi,2
5 +αj−αi)

n = 6

αiγ
βi,2
6 (γ

βi,1
6 − 1), αi(γ

βi,2
6 − 1),

αi(γ
βi,1
6 − 1), αiγ

βi,1
6 (γ

βi,2
6 − 1),

 (γ
βj,1
6 − 1)(p∗i,2 + αj), (γ

βj,2
6 − 1)(p∗j,1 + p∗i,2 + αj)

n = 7 (γ
βi,1
7 − 1)(αi + p∗j,2∆), (γ

βi,2
7 − 1)(p∗i,1 + p∗j,2 + αi), αj(γ

βj,1
7 − 1), (γ

βj,2
7 − 1)(p∗i,2 + p∗j,1 + αj)

n = 8 (γ
βi,1
8 − 1)(p∗j,2 + αi), (γ

βi,2
8 − 1)(p∗i,1 + p∗j,2 + αi),

αjγ
βj,2
8 (γ

βj,1
8 − 1), αj(γ

βj,2
8 − 1)

αj(γ
βj,1
8 − 1), αjγ

βj,1
8 (γ

βj,2
8 − 1)



V. PERFORMANCE EVALUATION

In this section, the performance of the proposed cache-aided
NOMA scheme is evaluated by simulation. Consider a cell of
radius R = 3 km, where the BS is deployed at the center of
the cell and the strong and the weak users, UE i and UE j,
are uniformly distributed on discs of radii Ri and Rj , respec-
tively. For the wireless channel, the 3GPP path loss model
for the “Urban Macro NLOS” scenario in [38] is adopted,
and the small-scale fading coefficients are independently and
identically distributed (i.i.d.) Rayleigh random variables. The
video files have size VA = VB =500 MBytes. Moreover, the
system has a bandwidth of 5 MHz and the noise power spectral
density is −172.6 dBm/Hz. For ease of reference, we define
the caching vector c , (ciA, ciB , cjA, cjB). Unless otherwise
specified, we set the maximal transmit power at the BS to
P = 36 dBm, the radii to Ri = 1 km and Rj = 2 km, and
the caching vector to c = (0.2, 0.8, 0.8, 0.2).

A. Baseline Schemes

1) Baseline 1 (Cache-aided OMA): As baseline, we con-
sider time-division multiple access (TDMA) for transmitting
the uncached portions of the requested files. In particular, τ
and 1 − τ fractions of time are allocated for transmission to
UE i and UE j, respectively, where τ ∈ [0, 1]. Consequently,
the capacity region for all feasible time allocations is given
by ROMA =

⋃
τ∈[0,1]

{
(ri, rj) ∈ R2

+ | ri ≤ τC( Pαi ), rj ≤
(1− τ)C( Pαj )

}
. Note that, with Baseline 1, caching facilitates

only conventional offloading of the hit cached data.
For Baseline 1, the delivery time for rate allocations ri =

τC( Pαi ) and rj = (1 − τ)C( Pαj ) is given by TOMA(τ) =
µi
τ +

µj
(1−τ) , where µk = βk

C(P/αk) and βk , (1 − ckf )Vf ,
(k, f) ∈ {(i, A), (j, B)}, is the effective volume of the deliv-
ery data. Moreover, the delivery time minimization problem
for Baseline 1 is formulated as

P2: min
τ∈[0,1]

TOMA(τ). (34)

By solving Problem P2, the optimal time allocation for Base-
line 1 is obtained as τ∗ =

√
µi√

µi+
√
µj

, and the optimal delivery

time is T ∗OMA(τ∗) =
(√
µi +

√
µj
)2

.
2) Baseline 2 (Conventional NOMA with and without

caching): If caching is possible, Baseline 2 is a straight-
forward combination of caching and NOMA, whereby the
requested data hit by the cache is offloaded and only the
remaining data is transmitted by applying NOMA [23]. If
caching is not possible, Baseline 2 reduces to the conven-
tional NOMA scheme. In both cases, the BS transmits signal
x =

√
pixA +

√
pjxB for delivering files WA and WB ,

where the feasible set for power allocations pi and pj is
PNOMA ,

{
(pi, pj) ∈ R2

+ | pi + pj ≤ P
}

. Signals yi =
hi
(√
pixA +

√
pjxB

)
+zi and yj = hj

(√
pixA +

√
pjxB

)
+

zj are received at UEs i and j, respectively. Em-
ploying SIC, the capacity region RNOMA(PNOMA) =⋃

p∈PNOMA

{
(ri, rj) | ri ≤ C

(
pi
αi

)
, rj ≤ C

( pj
pi+αj

)}
is achieved with and without caching [12], [13], where, at
UE i, xB is decoded and canceled before decoding xA.
Moreover, according to Corollary 2, the optimal delivery time
for Baseline 2 is given by T ∗NOMA = max

{
βi
r∗i
,
βj
r∗j

}
, where the

optimal power allocation is obtained as p∗i = p∗i,2, p∗j = p∗j,2,
and p∗i,2 and p∗j,2 are given in (33). For Baseline 2 without
cache, we set ciA = cjB = 0 in the definition of βi and βj .

B. Simulation Results

In Figs. 3(a) and 3(b), we compare the achievable rate
regions of the proposed cache-aided NOMA scheme and
Baselines 1 and 2 for fixed channels with αi = 10−3,
αj = 10−2 and αi = 10−3, αj = 10−1, respectively. For
the proposed scheme, the rate achieved by UE k is given
by rk,1 + rk,2, k ∈ {i, j}. Note that the achievable rate
regions of Baselines 1 and 2 are independent of the values of
caching vector c. Hence, Baseline 2 with and without caching
achieves the same rate region. From Figs. 3(a) and 3(b) we
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Fig. 3. Achievable rate region of the proposed scheme and Baselines 1
and 2 for (a) αi = 10−3, αj = 10−2 and (b) αi = 10−3, αj = 10−1,
respectively. The rate tuple achieving the maximum sum rate is the intersection
of the rate region boundary and the straight dotted lines with slope −1. For the
proposed scheme, the decoding orders achieving the Pareto optimal boundary
points are indicated by markers.

observe that all considered schemes achieve the same corner
points {(0, 8.7), (12.0, 0)} and {(0, 5.3), (12.0, 0)}, since the
maximal rate for each UE is fundamentally limited by its
channel status. Baseline 1 achieves the smallest rate region as
it employs OMA to avoid interference. As NOMA introduces
additional degrees of freedom for the users, Baseline 2 offers
a larger achievable rate region than Baseline 1. The expansion
of the rate region is more significant for the weak UE than for
the strong UE, particularly when the differences of the UEs’
channel gains are large, since the strong UE consumes a small
transmit power, and hence, causes insignificant interference
to the weak UE. However, as expected, Baselines 1 and 2
achieve the same maximum sum rate, i.e., maximum system
throughput, of 12.0 bps/Hz when only the strong UE transmits,
i.e., no transmission time and power are allocated to the weak
UE.

On the other hand, according to Corollary 1, the achievable
rate region of the proposed scheme depends on the cache

configuration, although it is independent of c for a given cache
configuration. For Cases II and IV, the achievable rate regions
of the proposed cache-aided NOMA scheme and Baseline 2
coincide. This result is obvious for Case IV. For Case II,
however, although CIC is enabled at the strong UE, for the
considered parameter setting, the combination of CIC and SIC
does not yield a gain compared to employing only SIC for the
delivery of the corresponding subfiles. The proposed cache-
aided NOMA scheme achieves larger rate regions for Cases
I and III, where joint CIC and SIC enable the cancellation
of more interference compared to Baseline 2 which performs
only SIC. In particular, for Case III, CIC is enabled at the
weak UE, which is not possible with conventional NOMA
and improves user fairness. For Case I, joint CIC and SIC is
enabled at both the strong and the weak UEs and CIC makes
several SIC decoding orders feasible. Hence, in this case,
the proposed scheme achieves the largest rate region among
all considered schemes and significant performance gains for
both the weak and the strong UEs are possible. Interestingly,
different from the baseline schemes, for Cases I and III of
the proposed scheme, the maximum sum rate is achieved if
the weak and the strong UEs receive data simultaneously. For
Case I, simultaneous delivery to both users leads to a much
higher system throughput (i.e., 18.6 bps/Hz and 15.3 bps/Hz
in Figs. 3(a) and 3(b), respectively) compared to Baselines 1
and 2 (i.e., 12.0 bps/Hz).

In the following, we adopt Rayleigh fading channels as
outlined at the beginning of this section. All results are
averaged over 100 realizations of the UE locations and the
channel fading. Figs. 4(a) and 4(b) show the optimal average
delivery times of the proposed cache-aided NOMA scheme
and Baselines 1 and 2 as functions of the distances between
the BS and the strong UE and between the BS and the weak
UE, Ri and Rj , respectively. As expected from the achievable
rate regions in Fig. 3, Baseline 1 requires the longest time
to complete video file delivery. The proposed cache-aided
NOMA scheme outperforms both Baseline 2 without caching
and Baseline 2 with caching. This is due to the exploitation of
CIC, which is possible only with the proposed joint caching
and NOMA transmission design. As Ri and Rj increase, the
strong and the weak UEs suffer from increased path losses,
which in turn reduces the channel gains of UE j and UE i,
respectively. Hence, we observe from Figs. 4(a) and 4(b) that
the optimal delivery time increases with Ri and Rj for all
considered schemes. However, Baseline 1 is the least efficient
among the considered schemes, and its delivery time almost
doubles as Ri and Rj increase in the considered ranges. By
exploiting the degrees of freedom offered by NOMA, Baseline
2 effectively reduces the performance degradation caused by
the weak UE. For example, even without caching, the delivery
time of Baseline 2 is 45% lower than that of Baseline 1
when the UEs are located at Ri = 1 km and Rj = 2 km,
respectively. Moreover, when a cache is available, Baseline
2 can exploit caching for offloading the delivery data, which
further reduces the delivery time compared to Baseline 1. The
proposed scheme enjoys the best performance and its delivery
time is at least 30% lower than that of Baseline 2 without
caching for the considered values of Rj . The performance
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Fig. 4. Optimal average delivery time versus distance between the BS and
(a) the strong user, Ri, and (b) the weak user, Rj .

gap between cache-aided NOMA and Baseline 2 with caching
grows as Ri increases and Rj decreases, since the proposed
scheme reduces the performance degradation caused by the
weak user.

Figs. 5(a) and 5(b) show the optimal average delivery
time of the considered schemes as functions of ciA and ciB ,
respectively, for Ri = 0.4 km and Rj = 0.6 km. Different
from the achievable rates, the delivery times of Baseline 1,
Baseline 2 with caching, and the proposed scheme critically
depend on the amount of cached data. In particular, as ciA
increases, the cached data is hit at UE i with a higher
probability; hence, more data is offloaded and the delivery
times of Baseline 1, Baseline 2 with caching, and the proposed
scheme decrease, cf. Fig. 5(a). When the requested file WA is
completely cached at UE i, i.e., ciA = 1, the delivery times
of these three cache based schemes coincide. On the other
hand, Fig. 5(b) shows that, as ciB increases, only the proposed
scheme can benefit from the cached data of the non-requested
file WB at UE i via CIC. As ciA and ciB change, different
cache configurations become relevant for the proposed scheme.
In particular, for given ci,B , Cases I and IV apply when small
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Fig. 5. Optimal average delivery time versus cache status (a) ciA and (b)
ciB for Ri = 0.4 km and Rj = 0.6 km.

and large portions of the requested file WA are cached for
offloading, respectively. In contrast, for given ci,A, Cases III
and I apply when small and large portions of the non-requested
file WB are cached for CIC, respectively.

Finally, Figs. 6(a) and 6(b) show the optimal delivery time
and the total transmission energy consumption as functions
of the total transmit power, where the transmission energy
consumption is defined as the product of transmit power and
delivery time. For the low transmit power regime, the optimal
average delivery time of all considered schemes decreases
substantially as the total transmit power increases, such that
the total energy consumption increases only moderately. By
contrast, for the high transmit power regime, the additional
delivery time reductions achieved by further transmit power
increases saturate, whereby the total transmission energy con-
sumption rapidly increases. Hence, there is an interesting
trade-off between transmission energy consumption and deliv-
ery time for all the considered schemes. However, the proposed
scheme outperforms all baseline schemes w.r.t. both delivery
time and transmission energy consumption.
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Fig. 6. (a) Optimal average delivery time and (b) average total transmission
energy consumption versus total transmit power.

VI. CONCLUSIONS

In this paper, cache-aided NOMA was proposed for spec-
trally efficient downlink communication. The proposed scheme
exploits unrequested cached data for cancellation of NOMA
interference. This CIC is not possible with the conventional
separate design of caching and NOMA. The achievable rate
region of the proposed cache-aided NOMA scheme was char-
acterized, and the optimal decoding order and power and rate
allocations for minimization of the delivery time were derived
in closed form. Simulation results showed that the proposed
scheme can significantly enlarge the achievable downlink rate
region for both the strong and the weak users. Moreover,
unlike conventional NOMA, cache-aided NOMA can not only
improve user fairness but can also significantly increase the
achievable sum rate compared to OMA by enabling joint CIC
and SIC. Furthermore, the delivery time of both users was
shown to be substantially reduced compared to OMA and
conventional NOMA with and without caching.

In this paper, we only considered the delivery problem
in a single-cell network with single-antenna BS and UEs.
Extending the proposed cache-aided NOMA scheme to multi-

cell multi-antenna networks and optimizing the caching phase
are interesting topics for future research. Moreover, the impact
of stochastic traffic loads and network (user/BS) deployments
on the performance of cache-aided NOMA requires further
study.

APPENDIX
PROOF OF PROPOSITION 1

As i
(1)→ xA1, ri,1 ≤ C

(
pi,1

pi,2+pj,2+αi

)
is achievable for

decoding xA1 at UE i. To derive the achievable rate region,
we need to check the decodability of the interfering signals
xB2 and xA2 at UE i and j, respectively. Let us consider the
following two power regions.

1) Region 1: For p ∈ PI,1\PI,2, we have C
(

pi,2
pj,1+αj

)
<

C
(

pi,2
pj,2+αi

)
, i.e., UE j cannot decode xA2 before decoding

xB1 as the SIC decoding condition is not met. Also, for any
p ∈ R4

+, UE j cannot decode xA2 before decoding xB2 as

C
(

pi,2
pj,1+pj,2+αj

)
< C

(
pi,2

pj,2+αj

)
< C

(
pi,2

pj,2+αi

)
. (35)

On the other hand, for any p ∈ R4
+, xB2 can be always

decoded and canceled at UE i before xA2 is decoded as
αi < αj ; and hence, ri,2 ≤ C

(
pi,2
αi

)
is achievable. In

contrast, UE j cannot decode xA2 in any case. Consequently,
the feasible decoding orders are UE i

(2)→ xB2
(3)→ xA2 and

UE j
(1)→ (xB1, xB2), whereby rate region RI,1 (PI,1\PI,2) is

achieved.
2) Region 2: For p ∈ PI,2, we have C

(
pi,2
αi

)
>

C
(

pi,2
pj,1+αj

)
> C

(
pi,2

pj,2+αi

)
, i.e., xA2 can be decoded at UE

j before xB1 is decoded if and only if UE i
(2)→ xA2. Assume

xA2 is decoded last at UE i such that UE j cannot decode xA2

in any case. Then, rate region RI,1 (PI,2) is achievable. On the
other hand, assume UE i

(2)→ xA2. Then, UE j can achieve a
higher rate for rj,1 by decoding xA2 before decoding xB1,
which is only possible after xB2 has been decoded according
to (35). Thus, the rate region RI,2 (PI,2) is achievable.

Therefore, the rate region RI,1 (PI,1)
⋃
RI,2 (PI,2)

is achievable, and any rate vector outside the region
RI,1 (PI,1)

⋃
RI,2 (PI,2) cannot be achieved by SIC decoding.

This completes the proof.
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