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Editorial
Introduction to the Special Issue on Biometrics at a

Distance in the Deep Learning Era

I. INTRODUCTION

B IOMETRICS at a distance is a relevant topic in different
areas, primarily video surveillance for forensics on one

side and subject recognition for smart ambient in a completely
different context. Both classes of applications are relevant nowa-
days, of course, for different motivations and present common
problems. Signal processing, especially related to images, plays
a core role in addressing such issues. In this respect, distance
is a classical adverse condition that still calls for effective
and efficient solutions since it increases the effect of lack of
resolution, different points of view, and other hindering factors.
The recent achievements of deep learning (DL) architectures
provide promising inspiration to tackle related issues. Accord-
ingly, this special issue (SI) of the IEEE Journal of Selected
Topics in Signal Processing (J-STSP) is dedicated to using DL
for addressing biometrics at a distance.

A total of 36 papers were submitted to this SI, where 14 papers
were accepted after a rigorous review process. Three papers
in the final collection aim at improving the performance of
people re-identification systems, including the use of visible and
infrared images, proposing a new retrieval and verification loss
function, and suggesting the fusion of visual appearance and soft
biometrics. Five works focus on faces, addressing diverse issues
such as face image completion or dealing with low-resolution
faces, even those affected by turbulences. Three works deal with
other human body parts, such as the eye, the palm, and the
finger knuckle. Two papers use human motion as a biometric
feature. Finally, a new dataset of pedestrians is introduced for
soft biometrics at a distance. A more detailed introduction to the
SI topics follows.

II. SUMMARY OF THE SI

The section below highlights the main contributions of the
papers included in this SI.

A. People Re-Identification

The main goal of people re-identification in images is to
develop computer algorithms that can accurately match images
of the same person taken from different camera views or at dif-
ferent times, even when the images may be of different qualities,
angles, or lighting conditions. This problem is often studied
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in the context of surveillance and security applications, where
tracking individuals across multiple cameras and locations is
necessary. The goal is to develop algorithms that can reliably
and efficiently match images of individuals, even in challenging
real-world conditions, to improve security and safety.

Liu et al. [A1] tackle the challenge of visible-infrared person
re-identification (VI-ReID) by introducing Aligned Grayscale
Modality (AGM), a unified dark-line spectrum to reformulate
dual-mode learning as a gray-gray single-mode learning prob-
lem. AGM generates grayscale modality from visible images
and uses a style transfer model to convert infrared images
to grayscale, significantly reducing modality discrepancy. A
multi-granularity feature extraction network is then introduced
to conduct feature-level alignment. Local features, specifically
head-shoulder features, are exploited to complement global
information and form a stronger feature descriptor for person Re-
ID. Experimental results on SYSU-MM01 and RegDB datasets
demonstrate that the proposed method outperforms state-of-the-
art methods in cross-modality retrieval performance.

Yuan et al. [A2] tackle the interesting problem of automating
the design of loss functions with specific evaluation metrics
for re-identification (re-ID). This task can be formulated as
a retrieval or verification task. However, the possible incon-
sistencies between hand-designed loss functions and the used
evaluation metrics can often degrade the model performance
when using retrieval- or verification-based loss functions. The
authors propose the Parameterized Retrieval & Verification
(RV) Loss to tackle this problem and decrease the required
workload. It achieves the automatic searching of loss functions
and jointly optimizes RV tasks while introducing parameter-
ized functions to replace non-differentiable operations in RV
evaluation metrics. A single formula can represent different
evaluation metric approximations by a family of parameterized
functions. Though outperforming existing loss functions on
several re-ID methods, the authors also sketch the still open
problems of their proposed approach. Parameterized RV Loss
is quite demanding regarding time and hardware resources
for searching for better parameters, and the model perfor-
mance may degrade without enough search time. Therefore,
the optimization of the search strategy is an interesting open
challenge.

Finally, Khan et al. [A3] tackles person re-identification by
effectively integrating two features: appearance-based features
used in most of the existing person re-identification methods;
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and soft biometrics (or attributes). The authors introduce a
multi-scale pyramid attention (MSPA) model to leverage their
complementary capabilities by considering size and aspect ratio
changes depending on the distance from the camera.

B. Face Processing and Recognition

Face recognition technology is becoming essential in various
aspects of modern life, from securing personal devices to iden-
tifying individuals in public places. However, one of the biggest
challenges of face recognition is its accuracy at a distance, where
facial features are less distinguishable. Despite this challenge,
advancements in DL are making significant progress in improv-
ing the technology’s ability to accurately recognize faces even
at a distance, which has great potential to improve security and
efficiency across multiple industries. Several papers on this topic
are included in this SI.

Mei et al. [A4] address a topic of great significance that has
not yet received adequate attention. Specifically, in the context
of face recognition over extremely long distances, atmospheric
turbulence causes significant degradation of images. The au-
thors’ objective is to remove the effect of turbulence and restore
face images while preserving their identities. To achieve this,
they have utilized Generative Adversarial Networks (GANs) for
image restoration.

Face biometrics are widely used in smart cities but often
exhibit performance disparities across gender and ethnic groups.
Previous research has mainly focused on high-resolution im-
ages, neglecting low-resolution images captured by surveil-
lance cameras at a distance. In [A5], Atzori et al. propose
a framework for exploring demographic disparities in low-
resolution face recognition. They use a deep generative ap-
proach to convert high-resolution face images to low-resolution
ones and evaluate the performance of state-of-the-art face
recognition models on artificially degraded images from five
datasets. The results demonstrate significant disparities across
gender and ethnic groups, highlighting the need for timely
interventions.

Dosi et al. [A6] explore the problem of identifying the oc-
cluded facial features and recognizing a person by non-occluded
biometric features. To this aim, they propose and test a novel
Segmentation based Disguise Guided Dropout Network (Seg-
DGDNet). The proposed approach is divided into disguise de-
tection to discard occluded regions from the recognition process
and the following disguised face recognition, resulting in more
accurate performance. In practice, the proposed segmentation-
based disguise-guided dropout algorithm uses an intelligent
dropout technique for discarding occluded regions known as
disguise-guided dropout. The performance of the proposed
model is analyzed on various datasets under different test
scenarios, represented by different disguise types and image
resolutions. The experimental results demonstrate the superior
performance of the Seg-DGDNet model when compared against
the state-of-the-art models for low-resolution face recognition
and disguised face recognition. The approach relies on some
knowledge of the occlusions present in the images. Therefore

an open problem is to detect other facial occlusions, such as
fake beards/moustaches and other accessories, or to make the
method occlusion type-independent.

Face image quality (FIQ) is key to successful facial recog-
nition on surveillance visual material. However, existing auto-
mated methods for assessing FIQ are computationally expen-
sive and limited in their ability to provide specific information
about low-quality factors. To address these issues, Macarulla
et al. [A7] propose the multitask explainable quality networks
(XQNets) that can provide quality values and associated facial
and environmental attributes, and automatically learn how each
attribute contributes to the quality value. It also introduces a
dataset-agnostic quality pairing protocol to ensure fair evalua-
tions. The experimental results on benchmark datasets show that
XQNets generalize well across different datasets and outperform
state-of-the-art methods.

Finally, Su et al. [A8] focuse on the task of completing facial
images based on parsing feature maps. The authors note that
deep learning methods often do not consider the semantic struc-
ture information of face images. This can result in incomplete
or unreasonable results. The authors propose a facial image
completion network based on face parsing features to address
this problem. The network has two sub-networks: the face pars-
ing map prediction network and the facial image completion
network. The face parsing map prediction network predicts
the parsing features of the missing regions. The facial image
completion network uses these features to guide the facial image
completion network to fill the missing areas. The proposed
method is validated on two public datasets: CelebA-HQ and
Flickr-Faces-High-Quality (FFHQ).

C. Other Body Parts

Apart from the full body or face, other specific body parts can
be used for identification. In this section, we present contribu-
tions that focus on eyes, finger knuckles, and palmprints.

Taha et al. [A9] present a new learning model that uses
only eye movement profiles to authenticate drivers continu-
ously. This is an improvement over existing models that rely
on limited or inconvenient modalities. The authors use LSTM
and dense networks to learn temporal characteristics from the
eye movement profiles. They focus on low-rate devices to
increase affordability, which presents challenges due to lim-
ited quality measurements. They build their datasets using two
low frame-rate devices, Autocruis and GazePoint, and achieve
state-of-the-art authentication performance with as low as 30
seconds of frame length.

In [A10], Zhou et al. the distance between the capture de-
vice and the biometric sample is lower than the usual one
underlying re-identification and, in general, biometrics at a
distance. However, the presented approach presents both the-
oretical and practical interesting aspects. The paper proposes a
complete deep neural network-based contactless finger knuckle
identification framework. The first problem tackled by the au-
thors is knuckle detection and segmentation. The novelty of
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the approach is achieving accurate results with complex back-
grounds, which are realistically observed in real-world appli-
cations. In addition, the authors design and introduce a new
loss function to learn knuckle features from images captured
at a relative distance. Experimental results presented in this
paper use five different public databases, using challenging
protocols and, most of all, cross-database performance evalu-
ation. Also, for this work, despite the outperforming results,
open problems trace the line for future work. The first prob-
lem common to several deep learning-based approaches is the
limited availability of public data for suitable training. The
involuntary deformations represent the second problem in the
knuckle patterns during the access. This calls for more effec-
tive algorithms to handle knuckle deformations for real-world
applications. A final mentioned limitation is using a two-stage
approach, where one network is trained for knuckle segmenta-
tion. In contrast, another network extracts the knuckle features
for matching. It would be worth incorporating the features
extracted for knuckle detection directly into the recognition
process.

Finally, Liang et al. [A11] discusses the challenges of local-
izing the region of interest (ROI) for touchless palmprint recog-
nition (PPR) in real-world scenarios with complex backgrounds
and hand poses. Existing methods based on hand skeletons
and landmarks have been insufficiently accurate due to anno-
tation errors. To address this issue, the authors propose a palm
keypoint localization neural network (PKLNet) that combines
information on the hand region, palm boundary, and finger valley
edges to achieve accurate and robust keypoint localization. The
network includes a two-stage neural network that effectively
adopts the transformer framework to perform palm region seg-
mentation and ROI keypoint coordinate regression. The authors
also developed a weakly-supervised training strategy based on
conventional palmprint ROI localization methods via palm im-
age synthesis and data augmentation. The results of extensive
experiments demonstrate that the proposed PKLNet is robust
to palm rotation, translation, and inference from complex back-
grounds, ensuring the usability of touchless PPR in real-world
application scenarios.

D. Motion-Based Identification

Human motion as a biometric feature at a distance is a growing
area of interest in biometrics. It can identify unique gait or body
movement patterns, making it useful in security and surveillance.
Unlike other biometric features, it can be detected from a greater
distance, making it valuable for monitoring large crowds or
identifying individuals in challenging environments. It is less
affected by changes in appearance, making it reliable. Accurate
methods for analyzing human motion can enhance security and
public safety.

In this Special Issue, Dehshibi et al. [A12] discuss the po-
tential impact of chronic pain on biometric data analysis and
propose a new method to address this issue. To achieve this,
the authors use data from inertial measurement unit (IMU)
and surface electromyography (sEMG) sensors to classify pain

levels and pain-related behavior in the EmoPain database. They
propose a sparsely-connected recurrent neural networks (s-
RNNs) ensemble with the gated recurrent unit (GRU) that in-
corporates multiple autoencoders using a shared training frame-
work. Additionally, they fuse hand-crafted features derived from
information-theoretic approaches with represented features in
the shared hidden state to compensate for variations in the
temporal dimension. The experiments demonstrate that the pro-
posed method outperforms the state-of-the-art approaches in
classifying pain levels and pain-related behavior.

Regarding using gait motion as a biometric feature, current
gait recognition methods consider appearance, posture, and
temporal information separately. To address this, Hsu et al.
[A13] propose a new framework called GaitTAKE that uses a
learned temporal attention mechanism to fuse global and local
appearance features and temporal aggregated human pose fea-
tures. Their experiments show that GaitTAKE achieves superior
performance in gait recognition, with competitive performance
on the CASIA-B, OU-MVLP, GREW, and Gait3D datasets.

E. New Datasets

Compiling datasets for training and testing biometric mod-
els at a distance is important to develop accurate and reliable
biometric systems operating in real-world scenarios. Several
datasets have been created and publicly released for research
in recent years. However, the existing large-scale datasets for
soft biometrics were mainly annotated for global soft biometrics
like gender and age only. In contrast, in [A14], Hassan et al.
constructs a dataset of soft biometrics with rich annotations:
categorical annotations for 46 soft biometrics; and comparative
annotations for 26 soft biometrics. Also, the dataset contains
person images at multiple distances to appropriately evaluate
the effect of distances on soft biometrics.

III. CONCLUDING REMARKS

This Special Issue covers advances in biometric research,
especially in relation to the factor of distance and the use of Deep
Learning. The high-quality papers of the Special Issue, “Biomet-
rics at a Distance in the Deep Learning Era,” address challenging
topics in this area, such as people re-identification, face recog-
nition, motion-based biometrics, and body part-related methods
(eyes and hands). We hope this compilation of works helps to
advance rapidly in the field of biometrics at a distance.
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