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Abstract—As an evolving successor to the mobile Internet,
the extended reality (XR) devices can generate a fully digital
immersive environment similar to the real world, integrating
integrating virtual and real-world elements. However, in addition
to the difficulties encountered in traditional communications,
there emerge a range of new challenges such as ultra-massive ac-
cess, real-time synchronization as well as unprecedented amount
of multi-modal data transmission and processing. To address
these challenges, semantic communications might be harnessed
in support of XR applications, whereas it lacks a practical and
effective performance metric. For broadening a new path for
evaluating semantic communications, in this paper, we construct
a multi-user uplink non-orthogonal multiple access (NOMA)
system to analyze its transmission performance by harnessing a
novel metric called age of incorrect information (AoII). First, we
derive the average semantic similarity of all the users based on
DeepSC and obtain the closed-form expressions for the packets’
age of information (AoI) relying on queue theory. Besides, we
formulate a non-convex optimization problem for the proposed
AoII which combines both error-and AoI-based performance
under the constraints of semantic rate, transmit power and
status update rate. Finally, in order to solve the problem, we
apply an exact linear search based algorithm for finding the
optimal policy. Simulation results show that the AoII metric can
beneficially evaluate both the error- and AoI-based transmission
performance simultaneously.

Index Terms—Age of incorrect information (AoII), semantic
communication, extended reality (XR), metaverse.

I. INTRODUCTION

AS one of the key technologies to realize the meta-
verse, extended reality (XR) is a term that refers to all

real-and-virtual combined environments and human-machine
interactions generated by computer technologies and wear-
ables, where the ‘X’ represents any current or future spatial
computing technology, which aims for providing a unique
immersive experience by being endowed with motion sensing,
artificial intelligence algorithms for the sake of supporting
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different sensors in collecting, analyzing and conveying the
users’ facial expression variations, body movements, speech
prosody as well as surrounding environment. In this context,
Meng et al. [1] proposed a sampling, communication and
prediction co-design XR framework for synchronizing the
real-world devices and their digital models with high relia-
bility. Moreover, Wang et al. [2] proposed a novel distributed
metaverse architecture and presented an in-depth survey of
security and privacy preservation measures conceived for the
distributed metaverse architecture considered. However, ultra-
massive access and real-time synchronization impose more
stringent requirements on the capacity and efficiency in XR
than those in fifth-generation (5G) [3] [4]. The bottleneck
lies in flawlessly yet efficiently transmitting and processing
an unprecedented amount of heterogeneous multi-modal and
interference-contaminated data while supporting billions of
users. To address this, semantic communications become a
good choice [5]. In contrast to the traditional Shannonian
paradigm, semantic communications extract the most salient
information features and only transmit the information that is
the most relevant to the specific tasks at the receiver, which
results in significant reduction in data traffic. Semantic com-
munication technology can complement XR communications
to create a more effective communication experience. For
instance, XR technologies can be used to provide visual aids
and demonstrations to help clarify complex concepts, while
semantic communication techniques can be used to ensure
that the message is conveyed clearly and accurately. Moreover,
traditional orthogonal multiple access (OMA) schemes, which
can only deliver one status update within one time slot, are not
suitable in multi-user XR communications [6]. Hence, non-
orthogonal multiple access (NOMA) schemes are beneficially
adopted to improve the spectrum efficiency [7].

A. Related Works

In XR applications, the high-end wearable devices equipped
with different sensors will collect users’ newest data, extract
their goal-oriented semantic content and then deliver them to
the base station (BS) timely. Then the users’ status cache in
the BS will be updated according to the received packets and
broadcast for satisfying each local user’s request. Like any
system, the performance of XR communications is contingent
on which metric we concern about our goal, such as bit
error rate, latency, throughput, etc. However, these traditional
metrics treat the packets equally without considering their
different value or amount of information brought to the desti-
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nation, which is essential to support semantics-empowered
XR communications. Given that there will be much more
access and more strict real-time transmission requirements
in XR communications, a question arises: are the traditional
communication paradigms still suitable for such demand? In
view of the disadvantages of the traditional metrics applied
in XR communications, more and more new metrics are
emerging to evaluate the performance of the XR communica-
tions by measuring the packets’ different processing priorities
according to users’ ultimate goals. In a nutshell, the proposed
metrics can be generally divided into the two following
categories, time-based metrics and error-based metrics.

• Time-based metrics: Time-based metrics measure the
transmission performance from the perspective of time
and the most used metric is transmission latency. At the
time of writing, age of information (AoI) proposed in [8]
has been drawing significant attention and making lots
of achievements on energy-constrained sensor networks
[9], capacity-constrained data caching [10], etc. It quan-
tifies the notion of information freshness by measuring
the information time lag from being generated at the
transmitter to being delivered successfully at the des-
tination. By harnessing AoI to measure the data packet’s
timeliness, the packets will have different processing
priorities and no longer be treated equally. However, the
ultimate goal of XR communications is to achieve the
best real-time estimation of the status update of interest
at the receiver side. AoI provides a novel perspective to
evaluate the information freshness, but it has been proved
that an AoI-optimal policy may far from minimizing the
status error, and vice versa [11] [12]. Hence, researchers
are prompted to propose new time-based performance
metrics, such as age of synchronization (AoS) [13],
sampling age [14] and so on.

• Error-based metrics: In conventional bit communica-
tions, the goal is to transmit every bit sequence correctly
via noisy channel as much as possible, thus bit-error
rate (BER) or symbol-error rate (SER) are usually used
to measure the signal distortion. However, the core
of semantics-empowered XR communications is deep
semantic level faithfulness instead of shallow bit-level
accuracy. The transmitter will only extract the relevant
information from the raw messages and transmit the
semantic symbols to the receiver. Hence, BER and SER
are not suitable to measure the semantic information
mismatch in XR communications any more. For different
data sources, including text, image and speech, there
emerges novel metrics to measure the performance. For
instance, word-error rate [15] and bilingual evaluation
understudy (BLEU) score [16] are adopted in text trans-
mission to measure the similarity between sentences.
Adversarial loss [17] and Fréchet inception distance [18]
metrics have been proposed to measure the similarity
between images. [19] applied average quality of expe-
rience to improve the VR transmission. Besides, [20]
concluded the video/image assessment measures for XR

applications in detail. And moreover, metrics including
perceptual evaluation of speech quality (PESQ) [21],
short-time objective intelligibility (STOI) [22] and per-
ceptual objective listening quality assessment (POLQA)
[23], etc. are proposed to measure the global semantic
content of speech signals.

B. Motivation and Contributions
Although the above novel metrics have shown their eminent

improvements on the data freshness and transmission accuracy
in XR applications, they cannot take into account both content
and timeliness simultaneously. To ameliorate this issue, age
of incorrect information (AoII) [24] is proposed to extend the
notion of fresh updates to that of fresh ‘informative’ updates,
which is capable of capturing the deteriorating effect the
incorrect information can cause with time on the system. In
contrast to the previous studies only focusing on transmission
error or AoI optimization, in this paper, we harness AoII
to deal with the shortcomings of both the time-based and
error-based functions in XR communications. To that end,
we summarize our contributions as follows:
• To the best of our knowledge, this is the first contribution

to optimize both the AoI and the semantic similarity
of semantic communication aided XR applications. We
construct a multi-user XR communication uplink system,
where the users equipped XR devices transmit their
newest updates timely to the BS for further use. More-
over, we consider there are two kinds of packets with
different priorities, which makes the model more appli-
cable but more complex. Relying on the queue theory,
we formulated a non-convex optimization problem by
combining semantic similarity and AoI.

• We design a beneficial power allocation and packet
assignment method for striking a trade-off between the
the users’ average AoI and the semantic similarity. To
solve the original non-convex optimization problem, we
decompose it into several convex sub-problems. Harness-
ing the exact linear search method, the optimal policy is
obtained.

• Simulation results show that the AoII metric is capable
of capturing both the error-based and AoI-based perfor-
mance features, which complement each other in our
system. From the simulation results, we not only get the
relationship between the semantic similarity and transmit
power, but also obtain the average AoI function related
to the data generation time, service time and packet
assignment policy.

C. Organization
The remainder of this article is structured as follows.

Section II is dedicated to depict our system model. In Section
III, closed-form expression for the average AoII based on
NOMA is derived. We formulate the optimization problem
and present our approach to it in Section IV. In Section V, we
give the simulations and provide the performance analysis,
followed by our conclusions in Section VI.
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Fig. 1: An illustration of multi-user uplink NOMA system.

TABLE I: Typical Communication Performance Metrics

Category Metric Reference

Time-based
AoI [8]
AoS [13]

Sampling Age [14]

Error-based
WER [15]
BLEU [16]
BERT [25]

TABLE II: Summary of Notations

Notation Definition
M Total number of users
hkn Channel coefficient between the user and the BS
pkn Transmit power of the user
Sk
n The semantic rate

Φn The packet volume
W Available bandwidth
ξ Semantic similarity
Gn Interval of the packet generation
Dn System delay of each packet
Tn Transmission time of the packet
Wn Waiting time of the packet
Hn Service time of the packet
λ, µ Packet arrival rate, packet service rate
αn Generation moment of each packet
βn Departure moment of each packet

II. SYSTEM MODEL

A. Network Architecture

Consider a multi-user uplink NOMA network based on
semantic communications as portrayed in Fig. 1, which
consists of a semantics supported base station (BS) and M
users denoted by Uk (k ∈ M = {1, 2, ...,M}). Equipped
with XR devices, each user’s information is collected and
transmitted to the BS. More specifically, the users transfer
the collected data into semantic items with respect to goal-
oriented metrics representing the BS’s utility for information
and then transmit them via NOMA. We choose NOMA as
as the transmission multiple access method in this paper for
two reasons: 1) compared to time division multiple access
(TDMA) and frequency division multiple access (FDMA),
NOMA can enable multiple users co-scheduled and sig-
nificantly improve the spectral efficiency; 2) compared to
TDMA and FDMA, NOMA can enable the receivers obtain
fresher information from the transmitters [9]. In order to
implement semantic communication successfully, we assume
that the users have built their own task-oriented knowledge
bases (KBs), which are denoted as source KB1, ...,KBM ,
respectively. And the semantics supported BS is trusted and
has the joint matched KBs of all the users as the destination
KB to decode the semantic items successfully. The BS served
as a cache hosts the users’ timestamped items exampled by
their positions, gestures and virtual avatars, etc. for multi-
user voice/text/images-related XR applications. The content
items contained in the BS will be replaced dynamically by
newer versions uploaded by the users for further use by nearby
clients.
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Fig. 2: Considered slotted time frame structure in our NOMA system.

B. Data Generation Model

Consider a transmission process which contains enough
time frames and each frame comprises N time slots (TSs),
each of duration of T seconds. Denote the n-th time slot of
the i-th frame as TSin, which starts at tin, as shown in Fig. 2.
In our model, we invest substantial efforts to text transmission
of XR applications. This is because text is one of the most
essential kinds of data in XR applications and image or video
transmission can also transformed into text transmission in
recent research [26] [27]. We adopt DeepSC [28] to effectively
extract the semantics underlying texts through Transformer
and assume that each user is equipped with the well-trained
DeepSC. As for data generation, there are two typical data
generation models which are named generate-at-will (GAW)
and generate-at-request (GAR) [29]. In GAW model, every
user can generate its sentence and transmit it at the time slot
immediately, which can ensure the freshness of the delivered
sentence but will cause higher energy consumption because of
repeatedly generate sentences. Thus, in this paper, we harness
GAR model1 which assumes that all users generate a sentence
and then deliver their updates to the BS at the beginning of
each time frame simultaneously.

Similar to [30], we let sk = [wk,1, wk,2, ..., wk,l, ..., wk,Lk ]
denote the sentence generated by the k-th user, where Lk
and wk,l represent the sentence length and the l-th word
of the sentence. By leveraging the well-trained DeepSC,
the sentence is extracted into a semantic symbol vector
Xk = [xk,1,xk,2, ...,xk,%Ln ], where % is the average number
of semantic symbols used for each word and %Ln denotes the
total length of the semantic symbol vector. Then the semantic

symbol vector can be transmitted via wireless channels.

C. Communication Model and Channel Analysis

In uplink NOMA, each user first transmits a superposition
code of their semantic semantic symbol vectors to the BS
sharing the same resources (time and spectrum). Note that
the BS has a joint-knowledge background of all the users
and is capable of decoding each user’s message successfully.
According to the principle of successive interference cancel-
lation (SIC), the BS will first decode the semantic symbols
of users who have a better channel condition. This is because
users with a poor channel condition are more vulnerable to
strong intra-cluster interference. As we have said in the data
generation model, the updates are only sent to the BS at
the beginning of each time frame. Thus, at the BS, the total
received signal from all the users is given by

Yk =

M∑
k=1

hkn

√
pknXk + z, (1)

where hkn and pkn are the channel coefficient of the wireless
link between the k-th user and the BS and the transmit
power at the beginning of the n-th frame respectively, while z
denotes the additive white Gaussian noise (AWGN) with mean
zero and variance σ2. According to the distance and channel
state, we assume that h1

n ≥ h2
n ≥ · · · ≥ hkn ≥ · · · ≥ hMn . In

order to achieve the best performance of NOMA, we assume
that the BS conducts SIC perfectly in this paper. Then the
signal-to-interference-noise ratio (SINR) of k-th user is given
by

1GAR is capable of synchronized sensing and can reduce system complex-
ity and energy consumption hence important in many Internet of Things (IoT)
applications, such as structural health monitoring and autonomous driving.
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2

σ2 k = M.
(2)

By denoting Skn as the semantic rate (suts/s/Hz) achieved,
we have [30]

Skn =
WI

%L
ξ(%, γkn), (3)

where I denotes the expected amount of semantic information
contained in the transmitted sentence, % denotes the average
number of semantic symbols used for each word, L denotes
expected number of words of the transmitted sentence and
ξ(%, γkn) denotes the semantic similarity which relies on the
neural network structure of DeepSC and the received SINR
γkn at the BS.

Lemma 1. By leveraging DeeepSC, the semantic similarity
ξ(%, γ) relies on the neural network structure of DeepSC and
channel conditions. And it can be approximated by the the
generalized logistic function, which is expressed as:

ξ(%, γ) ≈ ξ̃(γ) , A%,1 +
A%,2 −A%,1

1 + e−(C%,1γ+C%,2)
, (4)

where A%,1, A%,2 > 0 denote the lower and the upper asymp-
tote respectively, and C%,1 > 0 denotes the logistic growth
rate, and Cσ,2 controls the logistic mid-point. Specifically,
for a given %, ξ(%, γ) is monotonically non-decreasing with
the increase of γ and dξ(%,γ)

dγ will first increase to a maximum
value and then decrease with increasing γ.

Proof. See Part A in Section II in [31]. �

Based on Lemma 1, (3) can be converted to

Skn =
WI

%L
(A%,1 +

A%,2 −A%,1
1 + e−(C%,1γkn+C%,2)

). (5)

In order to ensure the successful decoding of the superpo-
sition signal, we should control the transmit power of each
user to satisfy the following conditions for SIC at the BS:

C1 : Skn ≥ Sth, (6)
where Sth denotes the minimum semantic rate to ensure that
the packet can be delivered to the BS within a frame.

III. AGE OF INCORRECT INFORMATION ANALYSIS

In contrast to the mentioned error-based and AoI-based
semantic metrics, in this paper, we consider taking AoII as
the performance measure. It cannot just present the mismatch
between the received signals and the transmitted signals, but
also indicate how long that mismatch has been prevailing. By
adopting such a metric, we capture more the context of data
and their purpose. Accordingly, we can then enable semantics-
empowered communication in the network, which is more
elaborate than the AoI and the error-based frameworks. Be-
sides, given the constraint on the transmission frequency and
the random nature of the channels, the transmission policy’s
choice has an immense effect on the system’s performance.
As motivated in the previous subsection, we adopt the AoII

as a performance measure of the system. Here, we give the
definition of the AoII as [32]:

∆AoII(Xt, X̂t, t) = f(t) · g(Xt, X̂t), (7)
where f : [0,+∞) → [0,+∞) is a non-decreasing function
and g(Xt, X̂t) : D×D→ [0,+∞) where D is the state space
of Xt. The AoII is therefore a combination of two elements:

1) A function g(Xt, X̂t) that reflects the mismatch between
Xt and X̂t.

2) A function f(t) that plays the role of increasingly pe-
nalizing the system the more prolonged a mismatch between
Xt and X̂t is.

Depending on the application at hand, we can adopt an
appropriate choice of f(·) and g(·, ·) to capture the data’s
purpose. In simple applications, one may be able to derive
explicitly these functions f(·) and g(·, ·) that capture the time
and information facets playing a role in data significance as
will be seen in later sections. However, in more complicated
scenarios, one would need to fit the functions f(·) and g(·, ·)
using gathered or generated data on the application of interest.
Next, we will give the semantic error and AoI analysis of our
system.

A. Semantic Error Evaluation at the BS

The error-based metrics framework consists of taking as a
network performance measure a quantitative representation of
the difference between X̂t and Xt. The hope is, by incorporat-
ing the information on Xt and X̂t in the performance metric,
we can better utilize the available resources to let X̂t be close
to Xt. In traditional bit communications, g(·, ·) can be repre-
sented as the indicator error function g(·, ·) = 1{Xt 6= X̂t},
the squared error function g(·, ·) = (Xt− X̂t)

2 or the thresh-
old error function g(·, ·) = 1{|Xt − X̂t| ≥ c}. In contrast to
the traditional bit streams, there is another metric to measure
the error of the semantic information, which is defined by
semantic similarity. In order to evaluate the performance of
semantic communications for text transmission, we adopt the
semantic similarity [28] as the performance metric:

ψ(s, ŝ) =
B(s) ·B(ŝ)T

‖B(s)‖ · ‖B(ŝ)‖
, (8)

where B(·) denotes the sentence-bidirectional encoder rep-
resentations from Transformers (BERT) model [25] to map
a sentence to its semantic vector space, which is a pre-
trained model with billions of sentences and achieves great
improvement over state-of-the-art sentence embedding meth-
ods. According to [28] and 1, ψ(s, ŝ) depends on the average
number of semantic symbols used for each word % and the
SINR γkn thus ξ(%, γkn) = ψ(s, ŝ). According to different
optimization targets about text transmission, we can also
select WER or BLEU mentioned in Table I as the error-based
metrics. But they perform worse in our situation. Specifically,
compared with other semantic metrics, such as BLEU, BERT-
level similarity measures the distance of semantic information
between two sentences more precisely. Besides, according to
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Fig. 3: The AoI evolution: the n-th updates from the users
arrive at the moment α0, ..., αn and departure at the moment
β0, ..., βn. For the n-th delivered update, Gn, Dn−1 and Hn

denote the inter-arrival time, system delay and inter-departure
time, respectively.

the different modals of information, image or audio transmis-
sion also have their error-based metrics, such as adversarial
loss and PESQ mentioned in Section I. From (8), we have
0 ≤ ξ(%, γkn) ≤ 1 where ξ(%, γkn) means that two sentences
has the highest similarity and ξ(%, γkn) = 0 indicates no sim-
ilarity between them. In order to recover the initial sentence
from the received semantic symbols successfully, we restrict
the ξ(%, γkn) by

C2 : ξ(%, γkn) ≥ ξth. (9)

B. AoI Evaluation at the BS

The the AoI evolution of the k-th user of the n-th update
is depicted in Fig. 3 and the its instantaneous AoI can be
defined as:

Akn(t) = t− αkn(t), (10)

where αkn(t) is denoted as the arrival moment of the latest
status information before t at the BS and βkn(t) represents
the departure moment of this update. We assume that these
moments satisfy: αkn−1(t) ≤ βkn−1(t) ≤ αkn(t). In the
following section, the notations k and (t) are omitted for
simplicity since the optimization procedure for each status
update of each NOMA user is identical. We now give some
important definitions for the further AoI analysis:
• Apeak,n: Apeak,n represents the peak AoI of the n-th

update.
• Gn: Gn is defined as the interval time of the two

successive updates arrive at the BS, which can be given
by Gn = αn − αn−1.

• Dn: Dn is defined as the system delay2 of the n-th
update, which can be given by Dn = βn − αn.

Compared to peak AoI, average AoI optimization is more
suitable for our system where the freshness of information is
important but not critical. This approach can help to strike
a balance between information freshness and communication

2The system delay contains the sum of the transmission time, waiting time
and the service time at the server.

quality, leading to a more timely and high-quality XR com-
munication system. By using the aforementioned definitions,
we now analyze the average AoI at the BS. According to the
instantaneous AoI evolution, the average AoI can be expressed
as ∆ = 1

T
∫ T

0
A(t) dt, where T is the whole length of the

observation interval. Based on Fig. 3, we can calculate the
E(A) by decomposing the the whole area under the A(t) into
the sum of the polygon area Qn, which is highlighted in the
Fig. 3. The Qn can be presented as

Qn =
1

2
(Gn +Dn)2 − 1

2
D2
n

= GnDn +
1

2
G2
n

(11)

We denote N(T ) = max{n|t ≤ T } as the number of updates
within T . Under mild ergodic assumptions, the average AoI
can be expressed as

∆AoI =
1

N(T )

N(T )∑
n=1

Qn

=
1
T
∑N(T )
n=1 Qn
N(T )
T

=
E[Qn]

E[Gn]
=

E[GnDn] + 1
2E[G2

n]

E[Gn]
,

(12)

where E[·] denotes the expectation operator.
In consideration of that the XR communications require

real-time service of high quality, we set a schedular based
on the packet’ similarity and two servers with different
computational performances at the BS. Equipped with the
well-trained semantic decoder, the schedular of the system
is able to decode the sematic sentences and calculate their
semantic similarities. As shown in Fig. 4, when the semantic
packets arrive, the schedular first serves the packets and label
the different priorities to them. Next, the BS will employ
different servers to serve them according to their labels. More
explicitly, we note the similarity value ξ(%, γkn) ∈ [ξ̂, 1] as
Category I packets and note the similarity value ξ(%, γkn) ∈
[ξth, ξ̂) as Category II packets, where ξ̂ is the set boundary of
the two categories. Based on the aforementioned assumptions,
the system is divided into two parts, where the updates at the
schedular can be modeled as a D/M/1 queue and the process
at the servers can be modeled as two parallel D/M/1 queues
in a first-come-first-served (FCFS) manner.

Remark 1. As shown in Fig. 4, the total system delay Dn

can be decomposed as

Dn = Tn +D[0]
n +D[i]

n , i ∈ {1, 2}, (13)

where Tn, D[0]
n and D[i]

n are the respective transmission time,
delay time in the schedular and delay time in the server i of
the n-th update. The delay time in different components can
be decomposed as

D[i]
n = W [i]

n +H [i]
n , i ∈ {0, 1, 2}, (14)

where W [i]
n and H [i]

n are the waiting time and service time in
the different components.

Remark 2. Since the schedular and the either server are
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Fig. 4: The process of the updates in the two-server BS
queueing network.

in series, the update’s departure intervals in the schedular
are the arrival intervals in the server. When the queue system
reaches the steady state, the update’s departure intervals obey
a general distribution with mean value E[D

[0]
n ] and variance

D[D
[0]
n ]. We assume that during the observation time, the

proportions of the Category I updates and the Category II
updates are a and b over the all updates (a + b = 1),
respectively.

By harnessing NOMA, all the users share the same re-
sources including spectrum, space and time. As we mentioned
in the data generation model, the packets are generated every
NT seconds, which is a deterministic distribution distribution.
And we assume the service rates in the schedular and the two
servers are µ0, µ1 and µ2, respectively (µ1 > µ2). Since
the servers are successive to the schedular, the packet arrival
intervals of server 1 or 2 are the packet departure intervals of
the schedular, which are general distributions related to the
λ0 and µ0. Thus, as for (12), we have E[Gn] = 1

λ0
= NT

and E[G2
n] = 1

λ2
0

= N2T 2. Substituting in (12), the average
AoI can be written by

∆AoI = λ0

(
E[Dn]

λ0
+

1

2λ2
0

)
= E[Dn] +

1

2λ0
.

(15)

Theorem 1. In G/M/1 queue model with the general distribu-
tion arrival interval G(t) and exponential distributed service
time 1

µ , the number of the packets waiting in the queue at the
moment the n-th packet arrives, denoted by Qn, n ≥ 1 is a
Markov process. Its state transition matrix is given by

P =


1− θ0 θ0 0 0 0 · · ·

1− (θ0 + θ1) θ1 θ0 0 0 · · ·
1− (θ0 + θ1 + θ2) θ2 θ1 θ0 0 · · ·

1− (θ0 + θ1 + θ2 + θ3) θ3 θ2 θ1 θ0 · · ·
...

...
...

...
...

. . .

 ,
(16)

where θi =
∫∞

0
e−µt (µt)i

i! dG(t). And this Markov process
has a stable distribution if ρ = λ

µ < 1, (E[G] = 1
λ ), which

can be denoted by {πk, k ≥ 0} and expressed as [8]

πj = (1− η)ηj , j ≥ 0, ρ =
λ

µ
< 1. (17)

Note η is the smallest root of η = LG(µ(1 − η)), where
L(·) denote the Laplace transform of the distribution of inter-
arrival times.

Proof. See in [33]. �

Lemma 2. When the D/M/1 queue reaches stable state, the
system delay time in the schedular is given by:

E[D[0]
n ] =

1

µ0
+

η0

µ0(1− η0)
, (18)

where η0 = −ρ0W(− 1
ρ0
e−

1
ρ0 ) and ρ0 = λ0

µ0
. 1
λ0

and 1
µ0

denote the update arrival intervals and the service time,
respectively.

Proof. See Appendix A. �

Lemma 3. When the G/M/1 queue reaches stable state, the
system delay time in the server i is given by:

E[D[i]
n ] =

1

µi
+

ηi
µi(1− ηi)

, i ∈ {1, 2}. (19)

where ηi = L(µi−µiηi) and ρi = λi
µi

. µi denotes the service
time of the server i. Given by Remark 2, the average arrival
interval time λi at the server i is given by

1

λi
=

{
1
aE[D

[0]
n ] i = 1,

1
bE[D

[0]
n ] i = 2.

(20)

Proof. See Appendix B. �

According to Lemma 2 , Lemma 3 and (15), the average
AoI of the Category I update and Category II update can
be given by (21) (at the bottom of the next page). Φn and
Sn denote the n-th packet volume and the semantic rate.
For simplicity, we assume that the packet volume Φn is
adaptive according to the semantic rate to ensure the average
transmission time E[Φn

Sn
] is constant over the observation time,

which is denoted by Θ , E[Φn
Sn

].
As illustrated in Remark 2, the proportions of the Category

I updates and the Category II updates are a and b over the all
updates. Hence the average AoI over the all updates during
the observation time can be expressed as

∆AoI = a∆
[1]

AoI + b∆
[2]

AoI . (22)

C. AoII for Semantic Communications

Since we have analyze the semantic error and AoI at the
BS in the last section, we adopt (8) and (10) as the g(·, ·) and
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f(·) respectively3. Hence the instantaneous AoII of the k-th
user in our scenario can be presented as

Ψk(t) , ∆AoII(Xt, X̂t, t)

= (1− ψkn(s, ŝ)) ·An(t)

= (1− B(s) ·B(ŝ)T

‖B(s)‖ · ‖B(ŝ)‖
) · (t− αn)

= (1− ξkn(t)) · (t− αn),

(23)

Owing to the fact that the similarity of n-th packet is
unchangeable during its transmission and only related to the
SINR according to Lemma 1, we rewrite the instantaneous
AoII as

Ψk
n = (1− ξkn) ·An. (24)

Since ξkn and An are irrelevant function, the average AoII of
k-th user can be expressed as
E
[
Ψk
n

]
= E[1− ξkn]E[An]

= (a∆
[1]

AoI + b∆
[2]

AoI)E[1−A%,1 −
A%,2 −A%,1

1 + e−(C%,1γkn+C%,2)
].

(25)

IV. PROBLEM FORMULATION

In this section, we will formulate the problem of minimiz-
ing the average AoII of our system. According to the above
analysis, the optimization problem can be formulated as

(P0) min
Π

1

M

M∑
k=1

E[Ψk
n]

s.t. C1 : Skn ≥ Sth,
C2 : ξkn ≥ ξth,
C3 : % ∈ {1, 2, ...,ℵ},
C4 : 0 < pkn < pmax,

C5 : 0 <
λi
µi

< 1,

C6 : µmin ≤ µ0, µ1, µ2 ≤ µmax,
C7 : µ1 > µ2,

(26)

where Π = {{pkn}, µ0, µ1, µ2} is the policy of the system. C1
and C2 are the semantic rate and similarity constraints, C3
limits the permitted range of the average number of semantic
symbols per word, C4 denotes the range of transmit power,
C5 is to ensure the queue can reach stable state, and C6, C7
restrict the range of the packet’s generation time and service

3We assume that the DeepSC is able to extract and recover the semantic
information perfectly and the mismatch between the transmitted and received
signal is only effected by the unreliable channel.

time. Further, we can simplify the average AoII function (P0)
of the system as

∆AoII ,
1

M

M∑
k=1

E[Ψk
n] =

∆AoI

M

M∑
k=1

E[1− ξkn]. (27)

Since ξkn is only determined by the DeepSC model archi-
tecture and physical channel conditions, the parameters A%,1,
A%,2, C%,1 and C%,2 are independent of the average number
of semantic symbols per word %. Given γkn and %, we can
calculate the ξkn easily based on Lemma 1. Besides, according
to (21) we find that the average AoI ∆AoI is also independent
of the parameters µ0, µ1 and µ2. Owing to the orthogonality
of the two expected value functions, (P0) can be decomposed
into the following two equivalent independent optimization
problems:

(P1) min
{µ0,µ1,µ2,}

∆AoI

s.t. C5, C6, C7,
(28)

and

(P2) ∆
min

AoI · min
{pkn}

M∑
k=1

E[1− ξkn]

s.t. C1, C2, C3, C4,

(29)

where ∆
min

AoI denotes the minimum ∆AoI with respect to
{µ0, µ1, µ2}.

A. AoI-Optimal Policy for (P1)

We first consider the minimization problem (P1). The (28)
can be written as

∆AoI = h(µ0, µ1, µ2) =
1

2λ0
+Θ +

1

µ0(1− η0)

+
a

µ1(1− η1)
+

b

µ2(1− η2)
.

(30)

Based on Remark 2 and Lemma 3, we know that the
average values of the arrival intervals at the servers are
determined by λ0 and µ0. Without loss of generality, we
consider the two distribution functions of the arrival intervals
are deterministic distribution, which can be expressed by
fG[i](t) = δ(t − 1

λi
). Hence we can obtain the value of λi

and ηi: 
λ0 = 1

NT ,

λ1 = aµ0(1− η0),

λ2 = bµ0(1− η0),

(31)

∆
[i]

AoI =
1

2λ0
+ E[Tn] + E[D[0]

n ] + E[D[i]
n ]

=


1

2λ0
+ E[Φn

Sn
] + µ0+µ1

µ0µ1
+
−ρ0W(− 1

ρ0
e
− 1
ρ0 )

1+ρ0W(− 1
ρ0
e
− 1
ρ0 )

+ η1
µ1(1−η1) (i = 1, Category I),

1
2λ0

+ E[Φn
Sn

] + µ0+µ2

µ0µ2
+
−ρ0W(− 1

ρ0
e
− 1
ρ0 )

1+ρ0W(− 1
ρ0
e
− 1
ρ0 )

+ η2
µ2(1−η2) (i = 2, Category II).

(21)
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and
η0 = −λ0

µ0
W(−µ0

λ0
e−

µ0
λ0 ),

η1 = −aµ0(1−η0)
µ1

W(− µ1

aµ0(1−η0)e
− µ1
aµ0(1−η0) ),

η2 = − bµ0(1−η0)
µ2

W(− µ2

bµ0(1−η0)e
− µ2
bµ0(1−η0) ).

(32)

Based on Lemma 4, the non-convex problem (P1) is con-
verted to a convex one by fixing the service time µ0 of
the schedular. Further, we apply the exact line search based
method to find the AoI-optimal policy, whose main procedure
is depicted in Algorithm 1.

Lemma 4. In order to obtain the AoI-optimal policy, we
try to fix the variable µ0, where µ0 satisfies the constraint
C5. On the basis of the second-order condition, our original
non-convex objective function can be converted to a convex
function ĥ(µ1, µ2) , h(µ0[k], µ1, µ2).

Proof. According to (31) and (32), we first derive the second
order partial derivative of the ĥ(µ1, µ2) , h(µ0[k], µ1, µ2):

Z1 ,
∂2ĥ

∂µ2
1

= a(

∂2η1
∂µ2

1

µ1(1− η1)2
+

2( ∂η1∂µ1
)2

µ1(1− η1)3

+
2

µ3
1(1− η1)

−
2 ∂η1∂µ1

µ2
1(1− η1)2

),

(33)

Z2 ,
∂2ĥ

∂µ1∂µ2
= 0, (34)

Z3 ,
∂2ĥ

∂µ2∂µ1
= 0, (35)

Z4 ,
∂2ĥ

∂µ2
2

= b(

∂2η2
∂µ2

2

µ2(1− η2)2
+

2( ∂η2∂µ2
)2

µ2(1− η2)3

+
2

µ3
2(1− η2)

−
2 ∂η2∂µ2

µ2
2(1− η2)2

).

(36)

Thus, the Hessian matrix of the ĥ(µ1, µ2) is

H =

[
Z1 Z2

Z3 Z4

]
. (37)

From the Hessian matrix, we can see that Z1 and Z4 are both
positive or negative at the same time, which means the minor
sequence |Z1Z4 − Z2Z3| > 0. Therefore, the optimization
problem (P1) can be converted to a convex function with a
fixed µ0. �

B. Similarity-optimal policy for (P2)

The optimization problem (29) can be converted into

(P3) max
{pkn}

M∑
k=1

E[ξkn]

s.t. C1, C2, C3, C4,

(38)

As we have illustrated in Section II, the channel coefficients
of the users satisfy h1

n ≥ h2
n ≥ · · · ≥ hkn ≥ · · · ≥ hMn . We

expect that the SIC order is from user 1 to user M, which
demands that the transmit power should satisfy p1

n ≥ p2
n ≥

Algorithm 1 AoI-optimal Exact Linear Search Method

Input: λ0, Θ, range of µ0, µ1, µ2 ∈ [µmin, µmax].
1: Initialize and freeze µ0[1] = µmin
2: Initialize the maximum number of iterations to Q and the

iteration indicator κ := 0.
3: Determine the step size ε = (µmax − µmin)/Q
4: for Iteration = 0, ...,Q do
5: Solve the converted convex function and find the

optimal policy {µ1[κ], µ2[κ]}.
6: Memorize {∆AoI [κ], µ0[κ], µ1[κ], µ2[κ]}
7: Update µ0[κ+ 1] = µ0[κ] + ε and κ := κ+ 1.
8: end for
9: Compare all the memorized ∆AoI and select the value of
κ when ∆AoI [κ] is the minimum.

10: Assign µ0 = µ0[κ], µ1 = µ1[κ], µ2 = µ2[κ] and ∆AoI =
∆AoI [κ].

Output: The AoI-optimal policy {µ0, µ1, µ2} and the mini-
mum ∆AoI .

· · · ≥ pkn ≥ · · · ≥ pMn . From (2), we could easily find that the
SINR γkn monotonically increases with pkn. Moreover, we find
that the similarity ξkn also monotonically increases with γkn by
calculating the derivative of (4) which is written as (39):

dξkn
dγkn

=
C%,1(A%,2 −A%,1)e−(C%,1γ

k
n+C%,2)

[1− e−(C%,1γkn+C%,2)]2
> 0. (39)

With a fixed average number of semantic symbols % used for
each word , Skn monotonically increases with ξkn. Above all,
γkn, ξkn and Skn all monotonically increase with pkn. Thus, in
order to obtain the maximum similarity, the transmit power
of all the users should be pmax. And the minimum semantic
rate and similarity should satisfy the constraints C1 and C2,
which can be expressed by

min{S1
n, S

2
n..., S

M
n } ≥ Sth,

min{ξ1
n, ξ

2
n..., ξ

M
n } ≥ ξth.

(40)

Then the (38) equals

max
{pkn}

M∑
k=1

E[ξkn] =

M∑
k=1

[A%,1 +
A%,2 −A%,1

1 + e−(C%,1γk+C%,2)
]. (41)

V. SIMULATION RESULTS

This section presents numerical results to demonstrate the
AoII performance of our proposed multi-user semantic com-
munications in uplink NOMA scenario. As shown in Table III,
we list the parameters applied in the simulations. We consider
that there are 6 users equipped with XR devices transmitting
their newest semantic updates to the BS via NOMA.

A. Error-Based Performance

As for semantic similarity, we set the channel coefficients
{h1, h2, h3, h4, h5, h6} of the users as linearly spaced values
in the range of [0.8, 0.9]. Among the six users, they will be
decoded in order via SIC. Fig. 6 demonstrates the average
semantic rate of the users versus different transmit power.
From this figure, we can find that the semantic rate does not
increase monotonically with transmit power, which is different
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TABLE III: System Parameters Setup

Parameters Values

Number of users (M ) 6
Time duration of one frame (NT ) 100 · 0.001s
Channel Bandwidth (W ) 200 KHz
Maximum transmit power (pmax) 10 dBm
Noise power (σ2) -30dBm
Average transmission time (Θ) 0.1s
Average number of symbols per word (%) 20 symbols/word
Semantic similarity threshold (ξth) 0.3
Semantic rate threshold (Sth) 105 (I/L) suts/s/Hz
Proportion of the Category I (a) [0.1,0.9]
Range of µ0 [15,20]
Range of µ1 [10,15]
Range of µ2 [5,10]
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3
10

5

Fig. 5: Semantic rate versus different average number of
semantic symbols used for each word.

from the traditional bit communications. The reason for this is
that the semantic rate is also related to the average number of
symbols per word besides transmit power. For instance, the
semantic rate of % = 8 decreases when the transmit power
increases from 0.1mW to 1mW. Fixing % = 20, we can
obtain the semantic similarity of different users in the NOMA
system. Under the parameter settings of the Table III, the
first decoded user will get a larger similarity and it increases
quickly with transmit power and then tend to be stable. The
two figures only consider the error-based performance of
our system and next we will analyze the freshness of the
transmitted information.

B. AoI-Based Performance

Since the system delay is essential to calculate the average
AoI, we demonstrate the different components’ performance
of system delay with respect to their own µ in Fig. 7. As
shown in the figure, each system delay of the components
decreases with service rate µ. It is because that larger µ will
make the waiting time shorter. And the increasing of µ has a
greater influence on the queue in the schedular. The reason lies
in that the arrival rate λ0 of the schedular is larger than those
of server 1 and server 2, which results in the same increase
on µ has different effects on the system delay. And Fig. 8

-40 -30 -20 -10 0 10 20
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

User1

User2

User3

User4

User5

User6

Average Similarity

Fig. 6: Semantic similarity versus different transmit power.
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Fig. 7: System delay of different components with respect to
µ.

illustrates the average AoI range versus different proportions
of Category I packets with different λ0. We can see that the
smaller λ will cause the packet out of date easier. This is
because the generation intervals account for a large part of
the AoI when λ0 is small, where the effect of generation time
is much more than that of system delay. Moreover, with the
increase of a, more packets get into the server 1 with a larger
µ1 rather than server 2, and then the total system delay will
decrease. But the service ability of server 1 is limited after
all. The average waiting time in the server 1 will increase
when a > 0.6, which results in the increase of the average of
AoI. From the two figures, we conclude that the average AoI
is not only determined by the arrival intervals or service time
of the packets, but also related to the packets assignment.

C. AoII Performance

In this part, we combine the error-based and AoI-based
performance and analyze the AoII performance of our system.
In Fig. 9, we evaluate the AoII versus different transmit
power with different λ0. Observe that upon increasing of p
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Fig. 8: Minimum average AoI versus different proportions of
Category I packets with different λ0.
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Fig. 9: Minimum average AoII versus different transmit power
with different λ0.

without changing λ0, the minimum average AoII decreases.
The reason for this trend is that the increase of transmit power
will help improve the semantic similarity, hence the AoII will
increase. However, the effect of λ0 is not monotonous on the
AoII. As depicted in Fig. 9 by dashed arrows, the increase
of λ will first help improve the AoII and then cause negative
impact on it. Just as we have analyzed before, the increase
of λ at first will decrease the generation time, but continuous
rise of it will break the queue balance and increase the burden
on the server. In the Fig. 10, we consider the proportion of
packets with different priorities. As we can see, the increase
of transmit power at first will significantly reduce the AoII,
but it will converge because of the similarity has been close to
1. Also, the influence of a’s increase on AoII is complex. At
first, AoII can even be decreased by 10% through increasing a.
However, owing to the continuous increase of a will overload
the server 1, AoII of our system will increase instead.
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Fig. 10: Minimum average AoII versus different transmit
power with different proportion a.

VI. CONCLUSIONS

Implementing the XR applications needs flawlessly yet effi-
ciently transmitting and processing an unprecedented amount
of heterogeneous multi-modal and interference-contaminated
data while supporting billions of users. However, neither
error-based metrics nor newly proposed AoI-based metrics
can cope with the upcoming challenges. Aiming to broaden
a new path for evaluating the XR communications, we
have constructed a multi-user uplink NOMA system for XR
communications. While using NOMA to reduce the spectral
resource, we also apply semantic communication to achieve
XR applications. In our system, we harness AoII as the metric
and simultaneously analyzed the semantic similarity and AoI
performance. Moreover, we have formulated the non-convex
problems of minimizing the average AoII and solved the
equivalent convex problems by an exact linear search method.
Our simulation results have shown that the AoII metric can
capture all the transmission features especially for semantic
communication and evaluate the transmission performance
from both error-based and AoI-based perspectives.

APPENDIX A
PROOF OF LEMMA 2

Proof. In D/M/1 system, let W denote the waiting time of
the packet and let Υ denote the number of the packets in the
queue when the newest packet arrives. Based on Theorem 1,
we can first calculate Pr{W = 0}:

Pr{W = 0} = 1−
∞∑
j=1

πj = 1− η0. (42)
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Then the Pr{W < t} is given by
Pr{W < t} = Pr{W = 0}+ Pr{0 < W < t}

= 1− η0 +

∞∑
j=1

πjPr{0 < W < t|Υ = j}

= 1− η0 +

∞∑
j=1

(1− η0)ηj0Pr{0 <
j∑
i=1

θi < t}

= 1− η0 + (1− η0)η0

∫ t

0

e−µ0x · µ0e
µ0η0xdx

= 1− η0e
−µ0(1−η0)t

(43)
Above all, the distribution function of the waiting time W is
given by

FW (t) =

{
0 t < 0,

1− η0e
−µ0(1−η0)t t ≥ 0.

(44)

Thus, the probability density function (p.d.f) of the waiting
time W is given by

fW (t) =

{
0 t < 0,

(1− η0)δ(t) + µ0η0(1− η0)e−µ0(1−η0)t t ≥ 0.
(45)

Then we can calculate E[W ] = η0
µ0(1−η0) and D[W ] =

η0
µ2
0(1−η0)2

based on (45). As we mentioned before, the system
delay D is the sum of the waiting time W and the service
time H , which is given by

E[D] = E[W ] + E[H]

=
η0

µ0(1− η0)
+

1

µ0
.

(46)

�

APPENDIX B
PROOF OF LEMMA 3

Proof. When the G/M/1 queue reaches stable state, the packet
departure intervals from the schedular is the arrival intervals
to the server. According to Lemma 3, the average time of the
packet departure interval is E[D

[0]
n ]. With the assumption that

the proportions of the Category I updates and the Category
II updates are a and b over the all updates, we can get the
average arrival intervals E[G

[1]
n ] and E[G

[2]
n ] of the two kinds

of packets:

1

λ1
, E[G[1]

n ] =
E[D

[0]
n ]

a
, (47)

and
1

λ2
, E[G[2]

n ] =
E[D

[0]
n ]

b
. (48)

Similar to the proof of Lemma 3, the p.d.f of the waiting
time can be expressed as

f
W

[i]
n

(t) =

{
0 t < 0,

(1− ηi)δ(t) + µiηi(1− ηi)e−µi(1−ηi)t t ≥ 0,
(49)

where i ∈ {1, 2} denotes the server 1 and server 2, respec-
tively. Thus, the average system delay in the server is given
by

E[D[i]
n ] =

1

µi
+

ηi
µi(1− ηi)

, i ∈ {1, 2}. (50)

�
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