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Abstract—Distributed architectures have become ubiquitous in Distributed architecture is a common approach to increase
many complex technical and socio-technical systems becausf system flexibility and responsiveness. In a distributedhigec-
their role in improving uncertainty management, accommodaing ture, subsystems are often physically separated and egehan

multiple stakeholders, and increasing scalability and evieability. ) . .
This departure from monolithic architectures provides a system ESOUCES through standard interfaces. Advances in nieitvgor

with more flexibility and robustness in response to uncertaities t€chnology, together with increasing system flexibilityuere-

that it may confront during its lifetime. Distributed archi tecture ments, has made distributed architecture a ubiquitous éhem
does not provide benefits only, as it can increase cost andijnp many complex technical systems. Examples can be seen
complexity of the system and result in potential instabilites. in many engineering systems: Distributed Generation, lhic
The mechanisms behind this trade-off, however, are analogs to . ’ .
those of the widely-studied transition from integrated to nodular IS an appr_oach to employ num.er.ous small-scale decentialize
architectures. In this paper, we use a conceptual decisiondme- technologies to produce electricity close to the end usérs o
work that unifies modularity and distributed architecture on a power, as opposed to the use of few large-scale monolithic
five-stage systems architecture spectrum. We add an extewsi and centralized power plants| [2]; Wireless Sensor Networks
computational layer to the framework and explain how this can in which spatially distributed autonomous sensors coliiata

enhance decision making about the level of modularity of the d tivel inf tion t in | tioh [3]:
architecture. We then apply it to a simplified demonstration and coopeératively pass information to a main locatl [31;

of the Defense Advanced Research Projects Agency (DARPA)and Fractionated Satellites, in which a group of smallescal
fractionated satellite program. Through simulation, we cdculate  distributed, free-flying satellites are designed to acdishphe
the net value that is gained (or lost) by migrating from a same goal as the single large-scale monolithic satelllte [4
monolithic architecture to a distributed architecture and show e trend towards distributed architectures is not limited
how this value changes as a function of uncertainties in the to technical svst d be ob di ial and
environment and various system parameters. Additionally,we - Systems, and can be observed in many social an
use Value at Risk as a measure for the risk of losing the value Socio-technical systems, such as Open Source Softward-Deve
of distributed architecture, given its inherent uncertainty. opment [[5], in which widely dispersed developers contegbut
Index Terms—Modularity, fractionation, uncertainty, fraction- collaborqtlvgly to source _COde_’ and Human-based Compatati
ated satellites, systems architecture, distributed “archecture, (8.k.a. Distributed Thinking), in which systems of compste
computational systems architecture, complex systems, uec and large numbers of humans work together in order to solve
tainty management, modular open systems architecture (MO8)  problems that could not be solved by either computers or
humans alone [6]. Despite the differences between theappli
tions of these systems, the underlying forces that drivieesys
. INTRODUCTION from monolithic, in which all subsystems are located in a

OR many Engineering Systems, dealing with a growir@'ngle physical unit, to distributed architectures, cstisg of
level of uncertainty results in an increase in systeniBultiple remote physical units, have some fundamentabfact
complexity and a host of new challenges in design ag common. For all these systems, distributed architecture
architecting such systems. These systems need to respandgphances uncertainty management through increased system

set of changes in the market, technology, regulatory |aaysc flexibility and resilience, as well as enabling scalabilégd
and budget availability. Changes in these factors are umkno€volvability [7].

to the systems architect not only during the design phase!n spite of the growing trend toward distributed architec-
but also during earlier phases, such as concept developnigfg: studies concerning the systems-level driving foraed
and requirements analysis, of the system’s life cyicle [He T cost/benefit analysis of movingﬁfrom monolithic to disttiéd
ability to deal with a high level of uncertainty translatesoi architecture have remained scarcEhese studies are essential
higher architecture flexibilityin engineering systems whicht0 decision models which determine the net value of miggatin
enables the system to respond to variations more rapidl, wio distributed schemes. As we will argue in this paper anehav

less cost, or less impact on the system effectiveness. shown in our previous work ][9], the fundamental systemic
driving forces and trade-offs of moving from monolithic to

Mohsen Mosleh and Babak Heydari are with the School of Systend  distributed architecture are essentially similar to thdse

Enterprises, Stevens Institute of Technology, Hoboken, N093 USA (e- . . .
mail: mmosleh@stevens.edu. bheydari@stevens.edu). moving from integrated to modular architectures. In both of

Kia Dalili was with the School of Systems and Enterprisesy&ts Institute these two dichotomies, increased uncertainty, often in the
of Technology, Hoboken, NJ, 07093 USA. He is now with Facédoa., New
York, NY 10017. 10ne attempt ig[8]. However, the authors did not quantifytslbenefits of
This work was supported by Defense Advanced Research Byojetransition from monolithic to distributed architecturesbd on systems-level
Agency/NASA contract NNA11AB35C. driving forces.


http://arxiv.org/abs/1608.00944v1
DX.DOI.ORG/10.1109/JSYST.2016.2594290

TO APPEAR IN IEEE SYSTEMS JOURNAL, DOJ: 10.1109/JSYST.2@594290 2

environment, is one of the key contributors for pushing lae separated and recombinéd][22]. The appropriate level of
system toward mordecentralizedscheme of architecture, in modularity is, among other factors such as technical design
which subsystems are loosely coupled. For example, cansidequirements, determined by the flexibility required foe th
a processing unit. Depending on the relative rate of changgstem to deal with the changes and uncertainties that the
and uncertainty in the use, technology upgrade or budget, gystem confronts during its lifetime. The value that modtya
CPU can be an integrated part of the system (e.g., Smast a systems mechanism for managing uncertainty, adds to
phone), becomes modular at discretion of the user (e.the system has a diminishing return. Although a low degree
PC), transitions to client-server architecture to accomiat® of modularity hampers response to environmental changes,
smoother response to technology upgrade, security threadsover-modularity increases the overall cost of the systawgsg
computational demand, or migrate to a fully flexible systemise to a host of potential problems at the interfaces. Hence
with dynamic resource-sharing (e.g., Cloud computing).  finding the appropriate level of modularity, correspondiag

In this paper, we formulate these problems under thaderlyingforces in the system’s environment, is a crustiap
umbrella of the general concept ofiodularity Modularity in decision-making under uncertainty from the perspeabifze
has often been recognized as a general set of principles—sgstem architecture.
opposed to a mere design technique—that enhance managing this paper, we consider distributed architecture as a
complex products and organizational systems. Modulanty part of a modular architecture spectrum and analyze the
the broadest sense of word, is defined as a mechanismtremle-offs associated with migrating from a monolithic to a
break up a complex system into discrete pieces that can thstributed architecture for a real, yet simplified, caseaof
interact with one another through standardized interf§t@s satellite system that was a part of a demonstration for a
This broad definition of modularity requires us to think 0DARPA/NASA program on fractionated satellites. We use a
modularity as a continuous spectrum that includes a widenceptual framework, developed in our previous wark [9],
range of architectures which covers integrated, modular ye enhance architecture decisions according to the level of
monolithic, and distributed schemes. This framework can lsemposition or modularity for systems under uncertaintg. W
used as a basis for computational methods for deciding abadd an extensive computational layer to the framework,yappl
systems architecture and flexibility calculations related it in the context of space systems, and analyze the value
modularity. We will use this broad definition of modularityof design alternatives for various uncertainty paramedeic
together with the notion of a modularity spectrum to creagbsystems configurations. The proposed framework helps to
a framework that can be used as a basis for computatioidEntify design alternatives based on the level of respeasi
architecture decision methods and flexibility evaluatian f ness to environment uncertainty achievable by variouddeve
systems. of modularity. This provides decision makers with systemic

Engineers have long held the intuition that more decemtuition when selecting and evaluating alternatives fgiven
tralized schemes—i.e. higher levels of modularity—ineeeaset of environment uncertainty parameters in the otherwise
a system’s flexibility [[11], [I2]. They have used modularityntractable space of design alternative possibilitiesotder
for complexity management in many domains, such as sof- determine the value of moving toward more decentralized
ware [13], hardware architecturfe [14], the automotive Bidu schemes, we quantify the net gain in the value of the system
[15], production networks[[16], outsourcinf [17], and masthat incorporates increased flexibility, and the assodiatzst
customization[[18]. Furthermore, modularity has wideleibe of adopting higher levels of modularity in the system. To
studied and applied in organizational design and system@mpute this value, we add a stochastic simulation layer on
architecture[[109]; it has been argued that a loosely couplaxp of the proposed model that determines the conditionsund
firm, in which each unit can function autonomously andhich transition toward a distributed architecture is dales
concurrently, can benefit from increasgtdategic flexibilityto  Results of this framework are calculated in the form of proba
respond to environmental changes, due to reduced difficuliity distributions of the net value of an architecturabcige,
of adaptive coordination [20]. Proper use of modularity ito accommodate different decision makers with heterogeneo
also argued to bring economies of scale, increase feagibikexpected costs or tolerance for risk.
of product/component change, increase product variety, an The organization of the rest of the paper is as follows. In
enhance product diagnosis, maintenance, repair, andsgisp&ection[Il, we describe the underlying conceptual systems
[21]. Finally, modularity is shown to help with increasingarchitecture framework[9] that is used in this paper, and
systems flexibility and evolvability by reducing the cost oéxplain how it unifies modularity and distributed architeet
change and upgrade in the system on the one hand, @amda five-stage spectrum and helps in selecting/evaluating
facilitating product innovation on the other hand1[14]. design alternatives. In Sectiénllll, we introduce the @vadle

Despite these advantages of modularity, there are studiésdecision making for distributed architectures in space
that show that many systems follow an opposite path towasgstems. In Sectiop IV, we add a computational layer to the
more integration, which suggest thinking about its dowasid conceptual framework and build a mathematical model for a
and the underlying trade-off$s [22] [23]._[10],_124]. Whersimplified case of satellite systems. Finally, in Secfidrme,
discussing such trade-offs, it is crucial to remember thad-m illustrate and compare configuration alternatives foredght
ularity is not a binary property but a continuum, representi values of uncertainties in the environment and variousesyst
the degree of coupling between components of a system, gradtameters, and apply different measures, such as Value at
describes the extent to which a system’s components ddisk (VaR), for comparison.
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Fig. 1. Five-stage modularity and distributed architeztspectrum, and corresponding four M+ operations. Addjitabif the system increases as we move
right. Each operation assesses the aggregate value of gnowi step for a given system, subsystem or compohént [9].

[I. MODULARITY AND DISTRIBUTED ARCHITECTURE depending on the specific problem and resolution needed,
FRAMEWORK e.g., measures based on DSM for Modul&f,§ systems[[24]
d network modularity index [34] for Dynamic-Distributed

In conventional systems engineering approaches, des .
alternatives are evaluated based on meeting requirenteatts 4) systems. The framework enhances systems architecture
ﬂ%cisions under uncertainty by limiting the search space to

are derived from a set of probable scenarios, practical a : . . . _
technical limitations, and cost considerations. Requieim possible alternatives with various degrees of respones&n

driven approaches, by their very nature, are insufficient f&o pncertamty. S_electmg de_S|gn alternatives from défer .
assessing a system’s responsiveness to uncertainty.wnpe%c'n?d.Stages in the archnecture. _spectrum, together with
non-functional requirements are explicitly quantified][2he quantifying the_ value of the transition frqm one stage _to
cannot use requirement-driven approaches to compare g?é)_th_e“ effectively reduc_es the _c_omplexny of the de_15|gn
goodness of a more expensive design that exhibits sma i'sion problem and prowdes Intuitions to systems_aectst .
cost growth when it faces an undesired uncertainty, vigsa-v 1he Systems architecture framework| [9] considers five
a less expensive, yet inflexible design [4]. stage_s of modglarlty, indicated bMo to _M4. Stage M,

In this paper we use a value-centric design approach, whidgscribes fully integrated systems, in which componergs ar
has been suggested as a way to overcome the shortcomfffj§ected to each other in a way that neither physical nor
of traditional approaches and to evaluate the flexibility d#nctional sub-parts can be identified, e.g., System on a,Chi
design alternatives [26], [27],[28]. In this approach, th& \_/vh|ch s_everal glectronlc systems are integrated mtqgl&
focus is shifted from a requirement-centric to a valuesgent ChiP- Mo is considered the minimum level of modularity and

perspective in which the designer compares the system [fefh€ baseline in the modularity framework/, represents
present value for different design alternatives over tregithe. SYStems with identifiable sub-parts, each responsible fpea

The system value may encompass costs and revenue stregififs Share of the overall system’s functionality. Compatsen
as well as the (real) option value of flexibility resultingfn @t this stage, although modular in function, cannot easdy b
modularity, scalablity, and evolvability [29]. customlze_d, replaced, or upgraded during Iat_er stageseof th

Methods for deciding about systems architecture unde¥Stem's lifecycle. Smartphone and tablet mainboards €an b
uncertainty fall into two broad categories: Those that jtev considered to be at this modularity stage.

a set of qualitative systemic intuition to select plausitésign At stage M, similar to M;, functionalities can be broken
alternatives (e.g.[T30]/[31]), and those that take a fixed sdown and attributed to components. However, the related
of alternatives as input and determine thejtimality based components are connected to the rest of the system via
on some exact methods (e.d., [34],][14]). In principle, ongandardized interfaces. These standard interfaces alew
can combine these two methods to first find a set of desigamponents to be replaced or upgraded without disruptieg th
alternatives based on systemic intuitions and then sefect test of the system. As opposed to Smartphone mainboards,
most appropriate one (seé [33] for an example in spapersonal computers mainboards are at stafgewhich allows
systems). However, this two-step process is not sufficié#$ers to customize or upgrade components such as memory
for many problems where multiple iterations between theg®@d CPUs. WhileM,, M; and M encompass all cases of
two steps are needed. Under these circumstances, a unifi@flularization for monolithic systems—systems comprisied
framework that inherently includes both of these steps carsingle physical unit-A/3 and M, cover systems with more
significantly enhance the iterative process of nominating athan one unit, in which communications between units is a
selecting design alternatives. possibility.

As a unified framework, we employ a value-based decisionAt M5, certain functionalities of the otherwise monolithic
making framework developed in our previous wark [9]. Thisystem are transferred to different, and often remote,ipalys
framework is based on a systems architecture spectrum thaits. Here, we refer to these units as systdrastions A
covers a wide range of modularity/distributed architegtur function can be centralized in one or more fractions, cngati
complex systems and classifies the degree of modularity irg@lient-server system in which a certain task can be deddgat
five stages, as shown in Figl 1. While in this paper we onlyy a majority of fractions that lack a certain functionality
evaluate transitions between stages in the framework,rwitho a fraction with a powerful version of that module. A
each stage, a continuous measure of modularity can be definethmunication channel is needed for pre-processed ane post


DX.DOI.ORG/10.1109/JSYST.2016.2594290

TO APPEAR IN IEEE SYSTEMS JOURNAL, DOJ: 10.1109/JSYST.2@594290 4

processed resources between the client units and the seiweluding technology evolution, demand fluctuation, launc
fraction. Client-server computation systems are an exampilure, funding availability, and changes in stakehodder
of systems at stagé/s. Unlike M3, in which the division requirements. Accommodating most of these uncertainties i
of labor among subsystems is static, i, the task can be conventional monolithic designs would result in increased
dynamically distributed among various fractions that hdife cost and complexity. For example, in response to components
ferent capabilities in terms of the required functional®oud failure, the conventional approach either suggests exrem
computing systems are an example of system3/at The measures of reliability or the use of redundant parts, both
architecture of systems at/, can be represented by compleof which result in higher mass, cost, and in most cases
networks models where nodes represent subsystems and etiggser power. Addressing other types of uncertaintiesh sisc
represent interactions between the subsystems (subsysterhanges in technology or stakeholder requirements, igreith
heterogeneous parameters can be modeled by nodes’ a&tribnbt possible, or requires unconventional and often costly
and heterogeneity of subsystems’ interactions can be raddeinethods[[37],[138].
by weighted links and multi-layered networks) [35], [36]. As a result of these problems, systemic flexibility is needed
Moving to distributed architectures (i.e}/3 and M,) cre- to deal with the increased levels of uncertainty. New meshod
ates a more adaptable system, but this extra adaptability drave been suggested, based on flexible and adaptable design,
flexibility come at a cost and, under certain conditions, mdhat enable spacecraft systems to respond to uncertainty mo
result in instability. The reason behind the increased cbarfi rapidly and at a reasonable cost. One approach is to deploy
instability is that distributed architectures require @bex task a constellation progressively, commencing with a small and
coordination schemes to allocate resources under uncer@ifordable capacity, which can be increased, as needed, in
demand and there are often many paths for resource exchastgges by launching additional satellites and re-configutie
as well as multiple feedback loops between the componentdsting constellation in orbit [39]. Another approach & t
in a system with high levels of modularity (i.e., Staticprovide on-orbit servicing, which makes various options;ts
Distributed). Moreover, the chance of instability incress as service for life extension or upgrade, available after th
further in systems with even higher levels of modularitg.(i. spacecraft has been deployed|[37]. However, physical acces
Dynamic-Distributed), in which components have a level db a space system is very expensive. Instead, software degra
autonomy and their goals are not necessarily aligned wih trand changes of function can be performed through informatio
of the whole system. access to the space system, providing some level of flexibili
Four M+ operations are defined in the framework thatto address uncertainty [40]. Another approach to increase
represent transitions from one stage of modularity to the nespace systems’ responsiveness is fractionated satelbtes
in terms of required changes in the system architecture a#@sign concept in which modules are placed into separate
the increased degree of modularity. In order to identify tHgactions that communicate wirelessly to deliver the céfigb
optimal modularity, we have to quantify and compare thef the original monolithic system [29].
value of the system prior to the operation, to the value of Due to the inherent flexibility that comes with distributed
the system afterward. Such evaluation requires knowledgeamd networked architectures, fractionated spacecraftame
the system and its environment. The value of the systemsidered a viable solution for accommodating uncertainty in
each modularity level can be calculated via any of the stahdspace systems. This is a departure from large, expensive,
system evaluation methods (e.g., scenario analysis,ulised and monolithic satellite systems toreetwork of small-scale
cash flow analysis) and should consider technical, econoraied less expensive free-flying satellites that communicate
and life cycle parameters. wirelessly. In this architecture, a new fraction can be thed
It is worth noting that decisions in the proposed framewoite become part of the network of satellites without disroipti
are based on the aggregate economic value that modwhrthe rest of the system. This option enables incremental
architecture can add to a system by increasing the resgensilevelopment and deployment, and increases system respon-
ness to environment uncertainty. Hence, the framework caiveness([41],[[38].
be used to evaluate design alternatives that are techpicall To decide about the level of flexibility of space systems
viable, given factors such as physical constraints or perf@rchitecture—e.g., through fractionation—one has to icems
mance requirements. The proposed model can complementtit level of uncertainty and changes in the environment
context dependent deterministic approaches for decidiogta together with the cost associated with responding to them.
modular architecture. Fractionated architecture—as a flexible architecture-sam
come without cost and is not always the best choice for
space systems. If applied inappropriately, fractionatioay
add no value, increase the cost and complexity, and cause
instability due to multiple paths and feedback loops betwee
Space systems are often required to deal with a large sefraictions. Hence, one has to calculate and compare thensyste
uncertainties throughout their lifecycles, which in turmkas value over its lifetime for different design alternativesda
design decisions challenging and, in many cases, intriggtalbalance it against the potential costs of each alternatkég
i.e., a large number of possible design alternatives shoutdo account the effects of design variables and envirorimen
be evaluated against myriad number of uncertainty scenariancertainty parameters, to find the optimal architecture.
There are various sources of uncertainty for space systems&everal studies have investigated the value proposition of

IIl. CASE STUDY: MONOLITHIC AND DISTRIBUTED
ARCHITECTURES IN SPACE SYSTEMS
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it does not consider the level of modularity (compositioh) o
design alternatives neither in identifying the candidatesin
evaluating them.

We apply this approach to a case of space systems in which
monolithic satellite systems and fractionated satellif@s be,
respectively, considered to be at levels of modulakify and
Ms in the architecture spectrum inspired by a general notion
of modularity. Hence, we can apply the operatibh — M3

for calculating the value of distributed architecture amepip

it against different parameters. To accommodate stakehsild
risk tolerance, we use Value at Risk as a measure for thefisk o
losing the value of distributed architecture. In this caselg

we particularly compare monolithicM>) and fractionated
(M3) architecture. However, the proposed framework can also
be used to evaluate the transition from fractionated to ohyoa
distributed architecture (e.g., Federated satellifed [&@d
Earth observation sensor web [51]) in space systems using
the operationMs3 — My.

) ) ) The steps we took in calculating the value of distributed
fractionated architecture in space systems [42], [41]. Bi@w, architecture are given in Figl 2. First, we generate design
decisions about the level of fractionation are challengind  gjternatives based on the proposed modularity spectrem, i.
depend on a wide range of system components’ characterislig, and 1/;. Next, we derive the mathematical formulation of
and the environment uncertainty parameters. On the one hafg transition operator. In our case we calculate the priityab
some studies have investigated the systems-level trdderof istripution of replacements for subsystems as well as the
the transition from monolithic to distributed archite@uor agsociated costs for each design alternative. Next, we run a
space systems][8]. These studies have not operationalizeddochastic simulation based on the environment unceytaint
systemic trade-offs in quantifying the value that is gai@d ang the system parameters to find the probability distiiuti
lost) in the transition from one level of flexibility to an@h f the value of the transition. Finally, we compare and extgu

at the component-level. On the other hand, a wealth of SSudigsign alternatives based on economic measures such as Valu
have developed quantitative frameworks to perform tra@iésp 5t Risk.

exploration that often generate (enumerate) a large number
of design alternatives and then evaluate them against a&rang
of scenarios[[43],[[44],[145],146],T47]. Without consideg IV. COMPUTING VALUE OF DISTRIBUTED ARCHITECTURE
the systemic trade-offs (i.e., those of moving from momadit  |n this section, we calculate the value of distributed archi
to distributed architecture) in the selection and evatwati tecture and illustrate it for a particular case in satefligstems,
of design alternatives, these quantitative frameworks db rhased on a simplified variation of fractionated architeztur
scale well for a large number of possible design alternativgeveloped as part of System F6 [53], [52]. We assume a
and uncertainty scenarios. A unified framework can bridggtellite system that processes the data collected by arsens
two approaches to more effectively select and evaluatgdespayload and transmits them to earth via a high-speed dokvnlin
alternatives. Moreover, a data connection link from Earth can be estab-
In this paper, by developing computational aspects of thished for maintenance purposes. In a conventional design,
modularity and distributed architecture spectrum ex@din all of the subsystems are integrated and have to be launched
in Section[dl, we combine the systemic intuition (i.e., howogether. However, in the fractionated design, subsystans
modularity can improve system responsiveness to uncertaibe separated in flying fractions and launched independently
and what are the associated advantages/disadvantages) infBe conventional monolithic system is at level, and the
lecting design alternatives with their quantitative ewion. fractionated system is at lev&l; in the five-stage architecture
This approach can enhance decision-making about systespsctrum introduced in Figl 1.
architecture by providing insights about the transitioanfr ~ Subsystems communicate internally through the spacecraft
one level of system flexibility to another and aids in setegti bus, which also supplies power to the subsystems. The type
and evaluation of different alternatives. The proposed@ggh (and cost) of a spacecraft bus is determined by the total
can complement existing methodologies for assessmentnodss of the subsystems it supports. Fractions communicate
the value of flexibility in systems architecture design unde¢hrough an extra Tech Package (F6TP, in the case of System
uncertainty (e.g.,[126],[148],149]) by integrating the eobf F6) that enables wireless communications among fractions.
modularity in improving the system flexibility into the mdde The subsystems involved in our analysis are as follows:
For example, the method suggested [in] [48] is based on(ly Payload: a sensor, (2) Processor: a high performance
four-phase procedure (estimating the distribution of feitucomputing unit, (3) Downlink: a high-speed downlink for
possibilities, identifying candidate flexibilities, euvalting and transmitting data to earth, (4) Communications module: a
choosing flexible designs, and implementing flexibilitygty broadband access to a ground network through Inmarsat 1-4

n

Calculate distribution of
value difference

ol

Compare values of
alternatives

Fig. 2. Steps for generating and evaluating design alteasat
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(b)

Fig. 3. (a) Monolithic satellite system (b) Fractionatetefites system, PR: Processor, DL: Downlink, CM: Commatians Module, F6: F6TP, PL: Payload
[52].

TABLE | . .
COMPONENT COSTMASS, AND RELIABILITY PARAMETERS. « IS THE can be considered as a lower bound for a given set of system

SCALE PARAMETER AND/S IS THE SHAPE PARAMETER OF THERNVEIBULL parameters.

DISTRIBUTION THAT REPRESENTS SUBSYSTEMS RELIABILITYMON.: Since we assumed that the SyStem has to function to the
MONOLITHIC, FRAC.: FRACTIONATED, PR: FROCESSORDL: DOWNLINK,

CM: COMMUNICATIONS MODULE, F6: F6TP, PL: RYLOAD) end of the project lifetime, we can calculate the cost of
running a system as the total cost of building and launching

Component a B Cost(K$) Mass(kg) its fractions in the beginning of the project and the cost
Eﬁﬁ‘;ﬁgnicmions oo 5 2375?00000 A of replacing them, given uncertainty over the lifetime. We
Downlink 190 1.7 40,000 10 do not consider component costs that are identical for both
Processor 90 1.7 30,000 20 architectures, e.g., subsystem design cost. We also assume
EEZFEMOW) ?gg i; 52?880 5260 that the cost of building and the mass of a fraction are equal
PL Bus (Frac.) 108 1.7 28,000 180 to the sum of its subsystem costs of building and masses,
CM Bus (Frac.) 108 1.7 29,000 200 respectively. Additionally, we assume a linear launch cost
D s ((IF:rrgi)) s 22%%%% 0 proportional to the total mass of the fraction.

It is worth noting that the case study is intended to show
how the proposed framework can be applied to a real-world

GEO constellation, (5) Bus: spacecraft bus that accomnesdatystem and present the trade-offs of distributed versusomon
subsystems on board, and (6) F6TP: F6 Tech Package ti{gjc architecture for different possible distributedchitec-
enables the communications between the fractions whilegiyiture designs. To this end, we used typical values for space
in formation. systems and made few simplistic assumptions. For example,
Fig.[d shows the conceptual arrangement of subsystems ¢ did not consider the integration cost, however, this can
the monolithic system and a possible allocation of subsysteP€ integrated into the model as an additional cost for each
for a fractionated configuration. In Fif 3a, all of the subsy SUbsystem, which results in a shift in the value curve ofgfesi
tems are integrated and communicate internally through tRernatives. Additionally, we assumed linear launch cost
bus without requiring an F6TP. In Fif] 3b, however, each &fd not consider common costs in comparing the value of
the four main subsystems is located in a separate fractiéffo Systems. Although these could substantially change the
along with a bus and an F6TP. numerical results of our illustrative case, the model can be
easily extended to take more realistic assumptions to study

A. Value of distributed architecture particular real-world system.

In the analysis of this case, we compare the value of ) )
systems with different architectures, composed of siniitam B+ Modeling uncertainty
subsystems, that fulfill the same overarching goal. Moreove We take into account technological obsolescence and sub-
we assume the systems have to function at an acceptable lsystem failure as two uncertainties that may affect theesyst
of performance until the end of the project lifetime. Hencaver the lifetime. Other uncertainties can be integrated in
one way to quantify the value difference between two systeraar model in a similar way. We assume that the uncertainties
is to compare the cost of designing, building, launching arthve known probability distributions that can be approxada
operating them over a fixed project lifetime. Particulaity, from historical data. We classify launch failure and iniorb
our case, we calculate the value of distributed architecturollisions as bus failure so the failure of each subsystem
as the difference in cost of running a fractionated systewill be only attributed to its own reliability parametersdan
versus the monolithic system. Note that the value of digted we assume that subsystem failure times are independent. In
architecture could potentially be much higher than what &ccordance with[[29], we use the Weibull probability distri
obtained through the method presented here, as distribubedion for subsystem failure with probability charactécs
architectures also enable scalability and evolvabilitytie presented in Tablé I. For technological obsolescence, waus
long run. As a result, this method is a conservative approatiog-normal distribution and assume subsystem obsolescenc
especially in the long run and the net value calculated hdimes are independent. We assume that a subsystem has to
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be replaced when it fails or becomes obsolete in the sedaanching subsystems and the probability distributiongheir

that a new technology is introduced and the subsystem haplacement times.

to be upgraded through replacement in order to receive thdn a distributed architecture, a fraction has to be deployed

benefits of the new technology. We do not consider factoasid launched once one of its subsystems requires replatemen

such as market competition, demand, and performance leS&hilarly, for a monolithic architecture, we can consider a

in the decision for replacement of obsolete subsystems. system with only one fraction such that the whole system
We calculate the probability density function (PDF) ohas to be replaced if one of its subsystems becomes obsolete

replacement time for subsystems as follows. Suppose obso-fails. Hence, in order to find the value of a distributed

lescence time and failure time of subsystérare given by architecture, we can compare the cost imposed by each sub-

the random variable®; and F;, respectively, and the randomsystem replacement in a distributed architecture with diat

variableT; denotes time of replacement. The PQHt), and an equivalent monolithic architecture over the projeeétiifie.

CDF (cumulative distribution functionjz;(¢), of replacement Note that we assume the revenue which is generated by

time for subsysteni can be calculated as follows: different distributed and monolithic design alternativeghe

same and we only calculate the cost of operating the system.
Gi(t) =p(li<t) =1-p(Ti > 1) Calculating the re)</enue generated by ea(F:)h desiggn alm?{nati

=1-p(0;i >t Fi > 1) 1) requires modeling the market uncertainty, the feedbackef t
=1-p(O; > t)p(F; > 1) system to its market, and the system scalability.
=1—(1—®;(1))(1—Uy(t)). We formulate the cost of running the system as follows.

_ L ) _ o For each fractiory, suppose a sequence of random variables
Differentiating both sides of E] 1 yields the following: Rij, Raj, .., Ry represents the time betweep two consecu-
gi(t) = @i(t)(1 — W, (8)) + i (£) (1 — ®;(1)) (2) tive replacem.ents. A new instance of a fractipias to be
~ deployed at timesRo; = 0,5 Rij.- .., >, Ri; for the
where® and are the CDF and PDF for obsolescence timgystem to function without interruption until the end oflife-
respectively, andl and+ are the CDF and PDF for failure time, wheren is the largest integer such that!" , Rij < T,

time, respectively. where T' is the project lifetime. Suppose that the cost of
building and launching a new instance of a fractjois Cr;.
C. Value at Risk The cost of running a systert;, with m fractions is the total

In this study, we incorporate the perspective of a singFeOSt of replacing its fractions, discounted to present time

stakeholder and the risk-taking thresholds. Given the mnce . .
tainty of the input parameters, the deterministic presmnrta 3 R S R

of each alternative value (e.g., expected value) is notcsesffi ¢ =Cm Z e 2neo 1 4 Oy Z €™ Dokmo Mt -
for decision makers. A decision maker might prefer a higher " _ =
cost solution with a lower risk to a lower cost solution with a oot Crm Z e*TZL:o Rem
higher risk. Hence, the result of the model will be presented =

in the form of the probability distribution of the net valué o

changes of a distributed architecture comparedto its atpriv tems with different architectures under similar condisidor

monolithic architecture. e
N . . subsystem replacements. For each incident of replacenfient o
As a measure for risk in evaluating alternatives, we use : .
. .g subsystem, we calculate the associated cost of eachearchit
Value at Risk (VaR), a commonly-used measure for the ri

of loss of an uncertain value in financial risk management, ?usre. Note that the probability of replacement for subsyse

: . . . . at are located in a fraction are dependent. Hence, once a
well as in many non-financial applicatiors [54]. For a given ! o

. . . - subsystem in a fraction is replaced, we reset the replademen
uncertain value, time horizon, and probability the 100%

. . imes for other subsystems in that fraction. Our simulation
VaR is defined as a threshold loss measure, such that {'h? . y
. . . . etup is as follows. First, we sample subsystem replacement
probability that the loss over the given time horizon excee

imes based on their probability distribution. Next, we find

this figure isp [55]. . . . ... the subsystem with the earliest replacement time and edéul
For each comparison of alternatives, we obtain the distrib, . L . .
e cost associated with its replacement in each archictu

tion of the system’s value over the given lifetime. Next, wlfi Next, we update the replacement time for the subsystems
a threshold below which the area under the distribution eury, ’

represents 10@6 of the whole area under the curve. Hepe hat are affected by the replacement. We continue this for
(o . , . . . . .
is the probability that the fractionation value falls belthe each architecture until the earliest replacement time ésgr

threshold than the lifetime. Finally,_for each run of the si_mulatior_‘lew

' calculate the cost of running each system and discountliteto t
present time. Repeating this process a large number of times

V. RESULTS AND DISCUSSIONS yields an approximation of the costs of running a distridute

In this section, we calculate the probability distribusoof architecture and the equivalent monolithic architecture.

the cost of operating a system with a distributed architectu In our simulation, we use typical values for analysis of

and that of an equivalent monolithic system over a givesatellite systems according to_[29]; however, the same sim-

lifetime. This calculation is based on the cost of buildimgla ulation approach can be applied for a more specific case.

=0

®3)

We use simulation to calculate the cost of running two sys-
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Fig. 4. Total cost of monolithic X/2) vs. fractionated §/3) architecture Fig. 5. Probability distribution for the value obtaineddhgh transition from

discounted to present time graphed against project ligetion 10,000 trials. M> (Integral) to M3 (Fractional) in the modularity and distributed spectrum,

The curves represent expected values, and the boxplotst dejairtiles of the i.e., project lifetime = 15 years. The vertical line at O eg®nts Value at Risk

cost. 55% is 0, meaning that area to the left represents 55% of takawea under
the curve.

The input to the simulation includes subsystem costs, sasse

and failure and obsolescence probability distributionapar

eters. Tabld]l shows the estimates for costs and masseglistounted to present time. The curves in Eig. 4 represent th
the main subsystems (e.g., Payload, Communication modfispected cost of each architecture during the projeciritet

and Downlink), F6 Tech-Package and spacecraft buses th&g curves have relatively low slopes in the beginning of the
accommodate subsystems on board. The values for space@ystem lifetime, due to the low probability of obsolescence
buses are based on commercially available spacecraft,bug&sl failure in the early years. The initial cost of running
which are chosen according to the subsystems on board &l fractionated system is greater than that of the morolith
their total massesx and 3 in Table[] respectively representsystem due to fractionation cost, i.e., the cost of building
the scale parameter and the shape parameter of the Weibdilitional subsystems, such as F6TP. However, the expected
distributiovﬁ for subsystem failure. We assume a mean valligetime cost of the monolithic system increases fasterrove
of 1 yeaf with a standard deviation of 3 years for the obsdime because the whole system must be deployed and launched
lescence probability distribution. We also assume thaedugnce again when a subsystem fails or becomes obsolete.

and F6TP do not become obsolgte.. Moreover, we considefrpa boxplots in Fig[}4 depict the probability distribution
$30k per kg for launch cost, which is the average cost f@f cost for every 3 years. The cost variance at each point
commercially available launch vehicles [56]. The discound the result of two opposing forces. On the one hand, the
rate in our simulation is 2%, which is based on a forecagfyinsic property of the underlying stochastic processutes
of real interest rates from which the inflation premium has, 5n increase of cost variance by time. On the other hand
been removed and based on the economic assumptions Ty the project lifetime, whenever a subsystem is deployed
2014 for 30+ year programs [57]. We run our simulation o jaunched due to failure or obsolesce, the time to reface
a project lifetime of up to 30 years, which is well beyongs 5o reset, which reduces the cost variance. In the ntbiwli
the standard design lifetime of 10 yearsl[29]. All simulatio 5rchitecture, when a component fails, the time of replacgme
results are based on 10,000 trials. for the whole system is reset with a high cost. However, in the
case of failure of the equivalent component in the fractieda
A. Comparing fractionated and monolithic satellite syséem architecture, the times to replace the other componentotio n

Fig.[ illustrates the cost of operating a fractionatedlite change. Instead, a failure results in a lower cost. [Hig. 4vsho
system, in which each main subsystem is assigned toth@t the cost variance for the two systems increases by time.
separate fraction, and that of a monolithic system. Allsase However, the monolithic architecture has a higher varidnce

every time step. This is due to the dominance of the impact

2The PDF and CDF of the Weibull distribution are as follows: of costs associated with each subsystem replacement imcide
Fa) = {%(ﬁ)‘ﬁ”e‘*‘/“)ﬁ x>0 Fig. [@ depicts the probability distribution of the value of
0 z <0 a distributed architecture having each main subsystem in a

1—e=@/0f >0 separate fraction &f'=15 years. As a measure of value loss

F(z) = {0 z<0 under uncertainty, we use Value at Risk (VaR). As depicted in
N _ _ _ _ Fig.[B, forp = .55 the net positive gains in transitioning from
This is based on the assumption that in modular and fradgdnsatellite

systems, computational and sensing subsystems will mady Ibe silicon- M2 to M3 is positiv_e, meaning th‘?‘t there is a 0.55 prObabi”ty
based whose obsolescence follows Moores law. that the value of distributed architecture falls below zero
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TABLE I
VALUE OF DISTRIBUTEDARCHITECTURE FORDIFFERENTPAYLOADS (EV: EXPECTEDVALUE, VAR: VALUE AT RISK, p = .25)

year 5 year 10 year 15 year 20 year 25 year 30
Cost(K$) Weight(Kg) EV VaR EV VaR EV VaR EV VaR EV VaR EV VaR
Payload 1 31,652 230 73 96 -38 -96 -8 96 20 -85 45 -66 67 -50
Payload 2 34,132 260 -66 -96 21 -96 18 -96 54 -64 87 -45 118 -26
Payload 3 40,332 335 -58  -96 4 -96 57 -96 106 -50 150 -17 190 310.1
B. Effects of payloads’ attributes on system value 30

In this section, we run the simulation for different pay-
load attributes and calculate the probability distribatiof
the value that is obtained in transition from monolithic to
distributed architecture. Table Il shows the effect of pag
characteristics (i.e., cost and weight) on the value ofibisted
architecture. For each payload, Table Il shows the expected
value (EV) and Value at Risk (VaRy=0.25) of the value of
distributed architecture every five years in the projeetiihe.
Payload 1, Payload 2, and Payload 3 are progressively hreavie , : - . ,
and more expensive. The results in Table Il show that for a : ‘@ f=1
given moment in time during the project lifetime, distribdt H "W f=17
architecture creates higher value for a system with a more ‘ ==
expensive payload and higher mass. It can be observed that i
distributed architecture does not add any value to the syste
with Payload 1 in the first half of the lifetime (e.g., EV=-8rig. 6. Effects of F6TPs reliability parameters on value dtributed
@year=15). However, it does add value earlier in the lifetinarchitecture (i.e., project lifetime=15 years).
of the system with Payload 2 (e.g., EV=18 @year=15) and
Payload 3 (e.g., EV=4 @year=10). Taljlé Il shows that, in
this case, a distributed architecture is a better choicenfore F6TP is short, there will be a huge cost to keep the system
expensive pay'oads with h|gher masses over a Shorten‘i@ti funCtional, due to the |arge number of I’ep|acementS of whole
all other things being equal. This is because in a monolithi@ctions resulting from the F6TP failure and a monolithic
system with an expensive payload, a failure in any subsysték¢hitecture is always superior, as expected. TherefGERS
will result in replacement of the payload, which impose8verage lifetime has to be above a certain threshold so that
a high cost on the system. However, in the fractionatdgfictionation is sensible. Moreover, beyond a certain et
system, the payload is only replaced once a componenttile F6TP’s average lifetime (e.g., 100 years for= 1.7),
the pay'oad’s fraction_e_g_’ FGTP’ bus or the pay'oadf.i.t_se' the value of fractionation is not much affected by the F6TP’s
fails or becomes obsolete. Hence, when the payload is mégéiability parameters because the number of replacements
expensive, the cost of fractionation is dominated by thingsv Of F6TP due to failure is negligible in the given lifetime
due to elimination of unnecessary payload replacementsein {i-€., F6TP's average lifetime is much greater than thequtoj
fractionated architecture. lifetime).

—100F

Value of Distributed Architecture (M$)

_150 L L L L L L L L
20 40 60 80 100 120 140 160 180 200

F6Tp's Average Lifetime (years)

C. Effects of F6TP’s reliability parameters on system valueD. Comparing design alternatives with different distriious

Since F6TP is an additional subsystem required for corﬂ]i subsystems

munications between fractions in a distributed architegtit Distributed architecture (levélls in the proposed spectrum)

is important to analyze how its parameters affect the valicludes a range of architectures with different numbers of
of a distributed architecture. Fidl] 6 shows the effects dfactions and allocations of subsystems. In this sectioa, w
the F6TP reliability parameters on the value of distributestudy the effect of subsystem allocation on the value of
architecture for the project lifetime of 15 years. In thisufig, fractionation. In our case, there are 18,(= 15 [59]) possi-

3 is the shape parameter of the Weibull distribution that lde allocations of subsystems into fractions. We demotestra
commonly used in modeling satellite reliability. A Weibullthe comparison of design alternatives for four architesgur
shape parameter greater than one represents an increa@imguding the monolithic architecture) with different mier
failure rate or “wear-out”.s = 1.7 is a typical value in of fractions. However, the same analysis can be applied to
modeling reliability of satellites [58]. The value of diktnted all possible alternatives with the model being fairly tedte.
architecture is highly sensitive to F6TP reliability paeters We compare the fractionation value for the three architestu
for its shorter average lifetime. The curves which belong tepicted in Fig[d7 based on the monolithic equivalent archi-
higher values of3 represent higher increase rate of the valuecture.

of distributed architecture against the F6TP’s averagtifife. The architecture in Fid.7a has two fractions. The Processor
For a given shape parameter, when the average lifetime of ted Payload are placed in one, and the Communications mod-
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TABLE IlI
VALUE OF DISTRIBUTED ARCHITECTURE FORDIFFERENTNUMBER OF FRACTIONS FOR THE CONFIGURATIONS GIVEN INIG.[7 (EV: EXPECTED
VALUE, VAR: VALUE AT RISK, p = .25)

year 5 year 10 year 15 year 20 year 25 year 30

EV VaR EV VaR EV VaR EV VaR EV VaR EV VaR
Architecture (a) -15 -34 11 -34 34  -50 54 53 74 51 92 -46
Architecture (b) -44 -68 -10 -68 18 -68 47 -68 71 -65 94 -50
Architecture (¢c) -72 -102 -29 -101 11 -102 45 -73 76 -55 106 -35

ule and Downlink are placed in another fraction. Fiy. 7b d¢
picts a system with three fractions. The Payload and Proces|
are in their own fractions, while Communications module ar
Downlink are located together in the same fraction. Finalll
Fig.[dc represents a system in which each subsystem is pla

in a separate fraction.
We calculate the probability distribution of the value o
transition from monolithic to distributed architecture fach (a)

architecture independently and compare the results. The ar
chitectures in Fig[]7 are progressively—from a to c—morgg. 7. Allocation of subsystems between fractions togettith the number
flexible but more expensive to build. Table]lll shows th%g?g'ons n Tabld':.m’(a) two frac“.ons’ (b) three framts, (c) f(.’ur fracuon:s

: Processor, DL: Downlink, CM: Communication Module; F6TP, PL:
expected value (EV) and Value at Risk (Vaf0.25) of the Payload)
distributed architecture every five years in the projeetilihe
for the systems conceptually depicted in Hig. 7. For each
fraction in these architectures, we estimated mass and c@sk of an uncertain value, to accommodate the stakeholders
of the spacecraft bus based on the total mass of subsysteRsshold of risk.
that are on board and according to commercially available pjstriputed architectures—and in the case study of this
spacecraft buses. . paper, fractionated satellites—also increase scakabditd

Table [Tl shows that systems with a larger number qfsilience and foster innovation. For example, to acconated

fractions have a lower value in the earlier years of thejjycertainty in the demand, additional modules can be lagghch
lifetime. This is due to the dominance of high fractionatiogyoughout the lifetime of the system and become part of it.
cost in the beginning of the lifetime—i.e., the higher cobt Gsjmjlarly, upon failure of a module the fraction can evolve
launching more fractions and the cost of additional subsyss that the system continues to function. None of these
tems. However, later in the system lifetime, the value of gjyantages were explicitly considered in assessing the i
distributed architecture in the systems with a larger nunobe fractionation in our model, which was focused solely on flex-
fractions outgrows that of systems with a smaller number @jjity and uncertainty management. Ignoring these addél
fractions. ThIS shows that the beneﬂts_ of responsweneﬂ'ﬂe_of advantages, our proposed approach represents a lower bound
system with a larger number of fractions becomes domingg} the value that is obtained in the transition to distrésit
over a longer lifetime. The results in Tallel Il demonstiéite  5rchitecture for the given set of system parameters. We also
trade-off between higher flexibility and its associatedt€ospglieve that resilience mechanisms can., in theory, be reddel
i.e., higher flexibility results in less cost in responding tang integrated into the proposed framework. However, the
environment uncertainty, yet making the system more flexibbtfect of architecture on scalability needs to be modeled by
is costly. The results suggest that for projects with longgpnsidering the feedback of the system to its market, some-
expected lifetime, it is worth investing on the flexibilityf 0 {hing that requires an additional layer on top of the progose

the system through higher number of fractions. framework. Quantifying the impact of distributed architee
on creativity mechanisms is even more challenging due to a
VI. CONCLUSION need to simultaneously integrate technological, behaliand

Building on a conceptual systems architecture framewog@iconomic factors into the model. Thus, it is often best tqokee
in this paper, we developed a computational approach faodels of these systems features semi-qualitative andaepa
decisions about the level of modularity of system architext from flexibility models, unless the exact context and path of
We quantified the value that is gained (or lost) in the tramsit the system is known. This is rarely the case and often defeats
from a monolithic system architecture to a distributed esyst the original purpose of moving toward distributed arcHitees
architecture. We applied this approach to a simplified cdseio the first place.

a space system, and compared the value difference betweeAdditionally, in this paper we used a single criteria staecha

the two architectures as a function of uncertainties inotegi tic decision model under uncertainty to find the architeztur
system and environment parameters, such as cost, rdiabilhat optimally respond to the uncertainty in the environ-
and technology obsolescence of different subsystems, ks weent. Future research is needed to integrate multiplerierite

as the distribution of subsystems among fractions. We usadd multiple stakeholders decision models into the progose
Value at Risk, a commonly-used measure for the risk ofiodel.
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