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Abstract—Recently, the mission-critical push-to-talk (MCPTT)
system has emerged as the new broadband technology for public
safety networks. In this paper, we propose a route selection
method based on the connectivity, delay, and trust in the MCPTT
system to offer the best connectivity-delay-trust performance. To
begin with, the connection probability between a pair of user
equipments (UEs) has been analyzed with the interference from
other MCPTT groups. Then, the timeliness probability is studied
to capture the level of confidence for the delay requirement.
Moreover, the trust probability is calculated by a beta reputation
system to prevent potential attacks from malicious nodes and ens-
ure secure interactions among the forwarding UEs. By combining
three probabilistic results, we investigate the optimal path route
selection method based on the Dijkstra’s algorithm to find the
path, which can meet the requirement of the MCPTT system. The
simulation results validate our models and theoretical analysis.
The results provide a useful insight in designing the MCPTT
system for 5G public safety and disaster relief networks.

Index Terms—Mission-critical, connectivity, delay, trust, route
selection.

I. INTRODUCTION
A. Background and motivation

S introduced in the 3rd Generation Partnership Pro-

ject (3GPP) Release 13, mission-critical push-to-talk
(MCPTT) provides an enhanced arbitrated method by which
two or more users can engage in the mission-critical group
communications based upon 3GPP evolved packet system
(EPS) services [1]. Floor control is provided in the mission-
critical group communications to regulate the access to shared
channels and arbitrate transmission request contentions. When
multiple requests occur, one UE is guaranteed to talk (i.e.
take the floor) while others are either rejected or queued
based on the priorities of the users in contention. Overriding
the current talker by a higher priority user and limitation
of talk time promote the chances for other users to use the
service. Further development of mission-critical services such
as mission-critical video and mission-critical data created an
opportunity to reuse base functionality documented in the
stage one requirements for MCPTT [2]. Although mission-
critical service on LTE will be primarily targeting public
service agencies (PSAs), i.e. police, fire brigade, ambulance,
it is still capable of general commercial applications for other
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industries and service departments such as utility companies
and railway stations.

The users from different mission-critical organizations com-
municate in separate groups for different tasks by using
their MCPTT UEs. In many practical off-network scenarios,
responders are dispatched to investigate an area that is far
away from their affiliated group. To report the situations back
to this group in the formats of text messages, recorded voice or
video clips, the leading UEs from nearby groups can cooperate
to forward the messages in an ad hoc fashion [3]-[5]. To
yield a reliable, fast and secure path, the models related to
connectivity, delay, and trust need to be addressed for route
selection.

B. Related work

Network connectivity is an essential requirement to guaran-
tee reliable communications among UEs. Due to the under-
lying dynamics of fading and interference [6], the link quality
between two wireless node has been studied statistically. The
connection probability or the outage probability has been
used to study a link quality under the fading channel statis-
tically. The outage probability for cooperative relay network
in the presence of inter-cell interference was analyzed in [7].
The probability of full connectivity of high density random
networks in confined geometries was developed in [8]. The
use of D2D relays as a disaster relief solution and their
network performance were studied in [9]. In [10], a systematic
cooperative routing scheme named CRCPR was proposed to
provide greater robustness against node mobility-induced link
breaks. Meanwhile, geographical constraints [11] and some
task properties such as rescue missions inside houses on
fire could make the group communications exhibit clustering
behavior. The interference and outage in clustered wireless ad
hoc networks modeled by Matérn cluster and modified Thomas
cluster processes were studied in [11]. The performance of
modified Thomas clusters in D2D networks based on the
distance probability density function was analyzed in [12]. The
performance of Matérn clusters based on the newly discovered
distance probability density function was addressed in [13].
In [14], a communication-aware route selection strategy was
proposed to yield high throughput for ongoing data transmis-
sions. However, it did not consider the clustering behavior
of group communications. Meanwhile, the quality of inter-
cluster communications in MCPTT networks depends on the
call activities of UEs within each cluster, and the call activities
are related to the call delay modeling of MCPTT networks.
Therefore, the connectivity analysis should be linked to the
delay modeling to achieve more accurate results.



During route selection, choosing the forwarding UEs with
low latency is desired. The queueing for utilizing the shared
resource blocks in the MCPTT group communications decides
that the service for forwarding the messages is not always
immediately available. Consequently, the guaranteed deadline
requirement from classic real-time systems is infeasible and a
timeliness probabilistic model is proposed to capture the level
of confidence for the delay requirement [15]. The timeliness
probability is defined to be the probability that a transmission
request needs to wait for at most a given time threshold 7 until
the resources blocks are available. To study the transmission
request delay in each cluster head for message forwarding,
the trunking theory is used. Two major classes of trunked
radio systems named lost call cleared (LCC) and lost call
delayed (LCD) systems were studied in [16]. The former
does not provide a queue for requests. The latter, however,
allows a transmission request to the queue, in a buffer, and
wait until a server is available, which fits the flow control
for MCPPT service. Meanwhile, a probabilistic metric was
proposed in [15], where the Gaussian distribution was used to
approximate the distribution of end-to-end delay. The interflow
and intraflow interferences have been considered in [17] to
reduce packet losses and retransmissions for shorter delay.

Secure message delivery is very crucial to the mission-
critical service since nodes may not cooperate or act mali-
ciously towards the message forwarding, which can cause the
received message to be confused or beyond comprehension.
Secure sockets layer (SSL) and some other traditional cryp-
tographic tools attach a message authentication code to the
transmitted data so that the UE at the destination can detect the
malicious behaviors of forwarding UEs such as data tampering
[18]. However, by using SSL alone, it is still very challenging
for the UE at the destination to locate the malicious forwarding
UE(s) along a path and report them back to the source via
a different path where the behaviors of the UEs along the
new path also need to be confirmed. Hence, to determine
whether a neighboring node will assist to forward the messages
in a timely manner, trust establishment schemes have been
proposed [18], [19]. Trust exploits the fact that a source UE
can monitor the forwarding operation of the neighboring UEs
due to the broadcast nature of radio. Based on an accumulated
number of observations on whether each time the forwarding is
successful, the source UE can choose to trust one neighboring
UE in the future forwarding operations. Given the number
of observations on the forwarding operations over a link, the
trust probability of a link can be formulated based on the
beta probability density functions which have been actively
used in Bayesian inference [20]. An early study on the trust
establishment in a mobile ad hoc network was conducted in
[21], where the forwarded packet was buffered and checked
with the original message for a match. A passive monitoring
of forwarded data traffic to estimate the behavior of a node
without buffer was proposed in [19]. The proximity based
trust and experience-based trust modelings in random wireless
networks were proposed in [22]. The selective packet drop
behavior in the selfish relay has been studied in [23] for route
selection, which ignored the effects of connectivity and delay.

C. Contributions and paper structure

To the best of our knowledge, this is the first paper
to propose a route selection method based on connection,
timeliness, and trust probabilities for mission-critical group
communications. The contributions of the paper are:

1) We characterized the connection probability among the
UEs in an MCPTT system in the presence of the
interference coming from other MCPTT clusters.

2) We proposed a robust trust probability which considered
the confidence of the trust as a result of the number of
iterations in a beta reputation system.

3) We firstly proposed a route selection method which
simultaneously considered the connection, timeliness,
and trust probabilities for route selection in an MCPTT
public safety network.

As a result, the proposed route selection method could provide
a useful guideline to design the MCPTT system for 5G public
safety and disaster relief networks.

The rest of the paper is structured as follows: Table I gives
the notation and symbols that we use throughout the paper.
Section II begins with a description of the system model
and addresses the probabilistic models for connection, delay,
and trust of a given link. Section III focuses on the route
selection based on the three probabilistic models mentioned
above. Section IV gives the simulation results and discussion,
and Section V concludes the paper.

II. SYSTEM MODEL
A. Network layout

As shown in Fig. 1, K number of mission-critical groups
are randomly distributed on the plane. We focus on choosing
a multi-hop to forward messages from one communication
group to another in a mission-critical public safety network
working in the off-network mode. We assume that each group
forms a cluster with radius R, and there are m; members and
one group leader within cluster ¢. The group leader is fixed
at the cluster center, and the group members are uniformly
distributed within the cluster. The group leaders’ UEs work as
cluster heads and are automatically authorized as the member
of other groups. Thus, the cluster head is capable of forwarding
messages from one group to another. The spatial distribution of
UEs during each hop is assumed to be mutually independent.
According to the standard in [24], the talker is in charge
of the flow arbitration, and the floor request queue will be
transferred from the former talking UE to the new talking UE
in the off-network mode. The flow control module for each
cluster is assumed to use M /M /1 queuing system, where two
Ms, in turn, denote the memoryless Poisson distribution of
the call requests process and exponential distribution of the
call holding time [16], [25], and the number 1 indicates that
a single server exists for the queue because at most one UE
within a group is allowed to transmit at a time. During the busy
time, the call requests from a user in cluster ¢ are assumed to
be Poisson distributed with an average rate of \,, calls per
minute, and a user in any cluster holds a call for 73,;4 seconds
in average. The holding time is assumed to be exponentially
distributed [25]. The entire number of users in cluster 7 is



TABLE I: Notation and Symbols

Symbol Description
R Radius of a cluster
Au; Mean call rate per user in cluster ¢
Thold Average call holding time of a user
Py Transmit power of each UE
Ge Gain due to coding and antennas
1; Interference measured at UE j
Py Received power at UE j from UE k
dy; Pairwise distance between UEs k and j
n Path loss exponent
[Pl Instant power of Rayleigh fading
k Event: the head transmits in active cluster k
Ex Event: a member transmits in active cluster k
L"(s | ag;) Laplace transform of the interference from heads k
to j given Ej
P{} Probability of an event
Qi Event: a call is delayed in cluster ¢
P{Q} Blocking probability in cluster k
¢ SINR threshold
H;; Connection probability from cluster heads ¢ to j
C Indices of all clusters
A; Traffic intensity
m Mean service rate
N Number of servers
Wi Delay of a user in cluster %
T Delay threshold in a cluster
Dj, D;j; Timeliness probability from cluster heads i to j
ag; — 1 Number of successful interactions from heads ¢ to j
Bij — 1 Number of failed interactions from heads ¢ to j
0;; Probability of successful interactions
Ti’;‘ea“ Mean trust probability from cluster heads 7 to j
@ Observed interactions between heads 4 and j
c Confidence interval of 6;;
Tirj?’b“St Robust trust probability from cluster heads ¢ to j
H/D/T Probability matrices of connectivity/delay/trust
Hyl D¢/ Ty Thresholds of connection/timeliness/trust
R Link cost matrix
J End-to-end path
l; Index of forwarding cluster head %

m; + 1. Therefore, (m; + 1)\, is the total mean call arrival
rate. The transmit power of each UE is P;. The gain due
to coding, transmitting antenna and receiving antenna is G..
We assume that all channels experience block Rayleigh fading
and the channels remain constant over one block but vary
independently from one block to another. The corresponding
channel gains are independently exponentially distributed with
unit mean.

B. Connectivity modeling

The connectivity is a study of the link performance in the
presence of path loss, multipath fading, interference, and noise.
By taking connectivity into consideration, a path with qualified
link performance will be used for route selection.

1) Signal to interference-plus-noise ratio (SINR): The re-
ceiver of a UE captures not only the signal but also the
interference from the UEs who are transmitting simultaneously
[26]. The total interference power measured at a receiving UE
j is given by

Iy = Z Py = Z Geé(dkj)|hkj|2pd, (1)
kel keL

where L denotes the set of interferers; Pj; is the received
interference power at UE j from the UE k € L; {(dy;) =
()\/47r)2d;j", where A represents the carrier wavelength, dj;
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Fig. 1: A mission-critical public safety scenario.

is the pairwise distance between UEs k and j, and 7 is the
path loss exponent; |hg;|* is the instant power of Rayleigh
fading. The SINR of receiving signal from UE i at UE j is
iven b
T SINR,; = 1 2
PN @)
where Ny is the additive white Gaussian noise (AWGN) power
at each UE. Next, we characterize an average interference ba-
sed on the spatial distributions of the simultaneous transmitting
UEs within the clusters.

2) Interference from one cluster: According to the floor
control in the MCPTT group communications, the UEs of a
cluster work in a delay and served manner so that at most
one UE is transmitting on the shared resource blocks. For
simplicity of notation, we let a cluster and the cluster head
inside have the same index. Given that a cluster % is active
due to a UE is transmitting, let E;, denote the event that cluster
head k is transmitting and Ej denote the event that a cluster
member of k is transmitting. The Laplace transform of the
interference from cluster heads k to j given Ej is written as

1
1 + sGeE(akj)Pd’
where ay; is the distance between cluster heads k and j as
shown in Fig. 2. When the members of cluster k£ need to trans-
mit, at most one UE is active. Hence, the Laplace transform of

the interference from a member, which is uniformly distributed
in cluster k, to the head of cluster j given Ej is written as

£ (s | v)—/R/ZTr L O dyedo
1 \S|ak;) = 0 0 1+sGd(akj,bk,9k)_” TR2 kA4VL,
“4)

L(s | arj)

3)

where d(ak;j, by, 0r) = \/aij + b2 — 2a;by cos by, is the
distance between a member of cluster £ and the head of cluster
7 by using the Law of Cosines as shown in Fig. 2, and by, is
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Fig. 2: The interference is coming from the head or member
of cluster k£ when cluster head i is transmitting a message to
cluster head j.

the distance between cluster head & and a possible location of
a member of cluster k; G = G.Py(\/4r)?.
A closed-form expression for (3) exists as 7 = 2, which is
given by
Gs

L7 (s | ag;) =1+ el (ln (2Gs) —In (Gs + R* — aij—i—

(G (R )G + R+ ) )
)]

For n > 2, instead of using (4), L7*(s | ax;) can also be
achieved by numerically evaluating a single integral, which is
written as

ap;+R .
L' (s | arj) = /akJ_R %dx, (6)
J
where
Fru(ra | By) = Ta), (7)
mR2
211y, 0<rq<R-R,
e(rg) = 2nrq — c1(rq), R— Ry <rgand r3 < R? — RZQ/
c1(raq), R? — R <rj
0, otherwise,

(®)
and ¢;(rq) is defined by (9) at the top of the next page.
The Laplace transform of the interference from cluster k to
cluster head j is written as

Li(s | ary) =P{Qx}[L}(s | ar;)P{EL} + LT (s | ar;)P{EL}]

+]P){@k}v 0
(10)

where P{-} denotes the probability of an event. Assuming that
the head and members of cluster k statistically have equal
opportunities to access the resource blocks, P{E;} = 1/(1 +
my). P{Qr} is the blocking probability that the resource
blocks have already been occupied by another UE when a UE
requests its transmission. A detail discussion about blocking
probability is given in Section II-C2. Therefore, the Laplace
transform of the interference in (10) considers both the spatial
distributions and transmission activities of UEs within clusters,
and it is used to characterize the connection probability as
follows.

3) Connection probability: The connection probability of
a link is the likelihood that the SINR of the link is higher
than a predetermined threshold ¢ = 2! — 1 with link spectrum
efficiency ¢. The connection probability from cluster heads
to j, can be written as

Hij :P{SINR” > C}

- (‘ﬁ)) = (g(gm

).
where C' denotes the indices of all clusters.

According to (10), the number of UEs and their transmission
requests within a cluster will affect the amount of interference
to other links; consequently, it will affect the connection
probability given by (11). Meanwhile, the request to transmit
a message will be queued if the resource blocks are not
immediately available. Therefore, it is of great importance to
study the delay in an MCPTT network for route selection.

II

keC\i,j

C. Delay modeling

1) The lost call delayed (LCD) system: The flow control in
MCPTT group communications can be modeled as an LCD
system where the incoming transmission request is held in
a queue until an in-progress transmission terminates and the
resources blocks become free [16]. The blocking probability
is used to characterize the likelihood that the resources blocks
are already in use when a new call request happens. If no
resource blocks are immediately available after a call request
to a cluster, it will be helpful to know the level of confidence
that a call can be served within 7 seconds.

2) Blocking probability: Let @); denote the event that a
call is delayed in the queue of cluster head 7. The blocking
probability of cluster head i is given by the Erlang C formula
as following:

AY N

NI N—4;
N—1 ,. N ’
(Z4)+ %~

n=0

P{Qi} =

12)

where A; = (m;+1)\,, /i is the traffic intensity, © = 1/Thotd
is the mean service rate, and 7,4 iS the average duration of
a call; NV is the number of servers. 0 < A; < 1 is required so
that the system is stable; otherwise, it would result in a queue
which grows unboundedly. For the group communications of
MCPTT, the resource blocks are utilized by a UE per unit
time. Therefore, the number of servers N for a queue is one.
Consequently, P{Q;} = A;, and (10) is expanded as

[ L3 | aky)

N mi L7 (s | axj)
Li(s|ag;) =A; T m,

14+m;

+1—A,.
13)

3) Timeliness probability: Meanwhile, if no resource blocks
are immediately available, the call will be delayed. In steady-
state, the delay time for a call request in the queue obeys
exponential distribution [25]. Let the random variable W;
denote the delay of a user in cluster ¢, the probability of a
call waiting for more than 7 seconds in the queue is given by

_N-ay 1A
P{Wi >T | QZ} =e Thold =€ Thold (14)
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Fig. 3: The timeliness probability of cluster ¢ under different
parameters, and Tp1q = 6 s.

where 7 is the delay time of interest. Hence, the timeliness
probability that a caller needs to wait for at most 7 seconds
to be served is given by

Di = P{Wz S T}
— 1—P{W, > 7| Q,}P{Q;}

R St
=1— A;e "hotd .

15)

Thus, we define the timeliness probability from cluster heads
i to j as D;; = D;. Apparently, if the selected threshold
7 is 0, the timeliness probability will be solely decided by
1 — A;, which is a linear function of m;. Fig. 3 gives the
timeliness probabilities in cluster ¢ under different values of
delay threshold (7) and the average number of calls per unit
time (\,,). It is clear that as the number of users increases, the
timeliness probability drops heavily. The timeliness probability
can be grown by either increasing 7 or decreasing A, .

D. Trust modelling

Trust is an expectation of technically competent role per-
formance. It is expected to play a major role for secure
message forwarding. As we seen in Fig. 4, an attacker (or
a misbehaving node) can modify the messages while it is
forwarding. This would create confusion and misjudgment at
the receiver. To rate the trustworthiness of a link, we adopted
the beta reputation system to the binary rating on whether each
forwarding operation (interaction) is redeemed to be successful
or not.

1) Beta reputation system and mean trust probability:
The expression for the posterior probability estimation of
binary events can be represented as beta distribution functions
[20]. Let «;; — 1 denote the number of previously successful

9..011—1(179-')5“71
0i; ijy Pij) = - 5 ’
f(035 | g, Bi) Beta(aj, Bij)

(16)

where

(v )T (Bis)
D(aij + Bij)
6;; € [0,1] denotes the probability of observing successful
forwarding operations in the future, and shape parameters
aij, Bi; > 0. The mean trust probability from cluster heads
i to j is the probability expectation value of the reputation
function, which is written as

Beta(aij,&j) = (17)

Oéij
aij + Bij’
where O denotes the information about the observed interacti-
ons between cluster heads ¢ and j until now. When the number
of interactions is very large, 777°*" is the accurate mean trust
probability.

2) Confidence of trust and robust trust probability: In
an MCPTT network, two cluster heads may have very few
interactions due to lack of forwarding interest, early stage
of a network running, and network topology changes. Thus,
adequate observations are missing to calculate the accurate
mean trust probability. The confidence intervals of trust can
be used to infer the robustness of the trust from a limited
number of observations.

A confidence interval c of 6;; makes sure that the 6;; will
lie in a probability range with ¢ x 100% certainty. According
to [27], the Bayesian-based lower confidence bound for §;; is
given by

T35 = Elby; | O] = (18)

1—c
1 -1
T;7%" = Beta <§aijaﬁij) ; (19)
where Beta '(c;a,b) is the c-th quantile function of a
beta distribution, i.e. a beta inverse cumulative distribution
function, with shape parameters a and b. Compared with
traditional confidence interval estimators such as the normal

approximation and the Clopper & Pearson approach, Bayesian



3 T T T T
= ( = mean _ robust _
—1\1.2-3, *’1‘2_1’T1,2 -75%'T1,2 =29.24%

————, =156, =5 T = 75%, T2 = 54.43%

g
o
T
.

= = mean _ robust _
-------- .= 120, 31.4_40' T“‘ =75%, T1’4 =68.03%

-~

N
T
L

Probability density function (PDF)
- 1§}

o

(9]
T

.

0
1

Fig. 5: The distribution of observing successful forwarding
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confidence technique is more capable of providing a mean
level of coverage close to the nominal level even for a small-to-
intermediate number of interactions [27]!. Since the accurate
mean trust probability can reach as low as Tilj‘?Wer for a given
confidence interval ¢, we define this lower bound as the robust
trust probability Egpb“St. As a result of the above discussion,
we have formulated two trust probabilities, namely, mean
and robust trust probabilities. The latter has considered the
uncertainty existed in the proportion of success interactions in
a small number of observations.

Fig. 5 gives the confidence of the trust under a different
number of forwarding operations. It is clear that although
the mean trust probabilities are the same, the robust trust
probabilities vary. Thus, the robust trust probabilities can help
to differentiate the links with the same mean trust probabilities.
Meanwhile, robust trust can also give different ranking results
when the mean trust probabilities are not the same. For
example, compared (o5 = 13,815 = 4) with (e =
21,816 = 7), we have T = 0.7647 > Ty§™ = 0.75.
But T79P"" = 0.5435 < T7"s* = 0.5774, which implies
that the link from cluster heads 1 to 6 is more robust than the
link from cluster heads 1 to 5 in terms of trust even though
the latter has a better mean trust probability.

III. ROUTE SELECTION

In this section, we consider a route selection method where
the selection process explicitly takes into account the connecti-
vity, delay, and trust of an MCPTT network. We assume that
the connection, timeliness, and trust probabilities of each link
are exchanged among the cluster heads. The cryptographic
primitives are used to authenticate and protect the integrity of
the data [21]. In many multi-criteria route selection algorithms,

'As the CPUs in UEs become powerful, the computation time of the
above bounds is trivial. Meanwhile, normal approximation and the Clopper
& Pearson approach will be good candidates if a comparatively small level
of accuracy is acceptable for route selection.

the criteria are normally weighted and mapped to the costs
of the links. Although the measurements of the connectivity,
delay, and trust are all probability values, the distributions
of them are different. Hence, it is challenging to find proper
weights to the probabilities. To make progress, we propose the
following steps to achieve the costs of links for route selection.

Step 1: Based on the exchanged probability values regarding
the connectivity, delay, and trust among the cluster heads, the
source cluster head forms three adjacency matrices, which are
given by

H = (H;;) € [0, 1]5*K]

D (DU) S [0, I]KXK,
T = (Ty; ) € [0, 1]5*K]

(20)

where each element of the matrices represents the relationships
between two links regarding connection, timeliness, and trust
probabilities; the elements on the diagonal of the matrices in
(20) are set to be one.

Step 2: Define H;, D;, and T; as the thresholds of the
connection, timeliness, and trust probabilities, respectively. To
define the thresholds that are appropriate to the environment, a
general guideline is given as follows for reference: Threshold
H,; can be calculated based on the pairwise connection proba-
bility in (13) with the exchanged information on clusters and
their locations. Among the calculated connection probabilities,
the threshold is chosen such that a predefined percentage of
the nodes scores above that threshold. Threshold D; can be
obtained by (15), where the average duration of a call 7444 1S
achieved by previous experience. Threshold 7; can be given
by (19) with the anticipated interactive results on « and 3
that is controlled by risk assessment. A criterion from the
connectivity, delay, and trust is specified as the basic criterion
for route selection, and the route selection is also constrained
by the thresholds of other two criteria.

Step 3: For the route selection strategy based on connecti-
vity, the following requirements must be satisfied: If T;; < T}
or D;; < Dy, the cost of the directional link %, 7 will be 0;
otherwise, the cost of the same link will be H;;. The resultant
adjacency matrix for the cost of links is given by

R = (R;;) € [0,1]5*K, 1)
where
R — Hq;j, rfij > Ty and Dij > Dy 22)
* 0, otherwise.

The similar method will apply to delay or trust if either of
them is the basic criterion for route selection.

We propose to find a path with the maximum end-to-end
probabilities. For a given path J = {ly,l3,...,1,}, I is the
index of source forwarding UE, and [,, is the index of final
(destination) forwarding UE; n is the number of forwarding
UEs involved, and n > 2. The end-to-end probability of
a route is the product of every independent probability of
the links consisting of the path. The end-to-end connection,



timeliness, and trust probabilities of a path are respectively
defined as

n—1 n—1 n—1
PH; = H Hii,hs D, = H Dui,y» and pr, = H Tyt
=1 =1 i=1

(23)

Many route algorithms have been proposed to find the
shortest path [25]. Among these algorithms, the Dijkstra’s
algorithm is designed to find a path with the minimum sum of
link costs. To find a path with the maximum multiplication of
probabilities with the Dijkstra’s algorithm, we input — log R
with the indices of source and destination cluster heads to the
Dijkstra’s algorithm. The steps of the route selection method
and the interface of the Dijkstra’s algorithm are summarized
in Algorithms 1 and 2, respectively.

Algorithm 1: The steps of the route selection method.
Data: H, D, r[l7 Ht, Dt7 Tt, ll, and ln
Result: Path J.

1 if Connectivity-based then

2 R =H;

3 fori,j =0— K do

4 if T” < Tt or Dij < Dt then
5 Rij = O;

6 end

7 end

8 else if Delay-based then

9 R =D;

10 fori,7 =0— K do

11 if sz < Tt or HU < Ht then
12 | Rij =0;

13 end

14 end

15 else

16 R=T,;

17 for i,j =0 — K do

18 if Hij S Ht or Dij § Dt then
19 ‘ R;; =0;

20 end

21 end
22 end

23 J =M (7lOgR7llaln);

Algorithm 2: The interface of Dijkstra’s algorithm.
1 function J =Dijkstra (C,l1,1,);
Input : C: adjacency cost matrix; /;: index of source;
l,,: index of destination.
Output: J: the path with minimum end to end costs.

IV. SIMULATION AND DISCUSSIONS

In this section, we provide simulations to validate the route
selection method detailed above. The parameters used in the
simulation are given by Table II. The given link spectrum effi-
ciency and bandwidth offer a target rate of 1.2 Mbps for group

TABLE II: System Parameters

Parameter Value

Area 1 km x 1 km
Transmission bandwidth B 20 MHz
Duplex mode Half duplex
Thermal noise power density  -174 dBm/Hz
Cluster radius R 155 m
Transmitting power level Py 11 dBm
Coding gain 0 dB
Transmitting antenna gain 0 dBi
Receiving antenna gain 0 dBi
Transceiver noise figure 9 dB

Link spectrum efficiency 0.06 bit/s/Hz
Carrier frequency 2 GHz

Path loss exponent 7 2.7

Waiting threshold per hop 7 100 ms
Number of servers 1

Average holding time 6 seconds
Mean call rate of a user A\ 1 call/min
Route selection algorithm Dijkstra’s
Simulation iterations 104
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Fig. 6: The route selection results based on connectivity and
constrained by 73 and D; for a snapshot of a randomly
deployed MCPTT clusters. The trust is calculated based on
the mean trust probability.

communications, which aims to fulfill the speed requirement
for forwarding recorded messages and even holding a high-
definition video call (720p, 30 frames/sec by H.264 profile).
The average holding time of 6 seconds is long enough for
sending approximately three pictures of the scenes taken by
an eight-megapixel mobile phone each time at 1.2 Mbps. There
are 16 MCPTT clusters deployed on the plane. The cluster 1 at
(0, 0) needs to send the messages to cluster 16 at (1000, 1000).
The rest of the clusters are randomly deployed and could
cooperate to forward the messages. For a given snapshot of
the randomly deployed clusters, the route selection method is
run to get a series of cluster heads for forwarding messages.
The connection, timeliness, and trust probabilities of the links
are exchanged among the cluster heads by cryptographic tools
[21]. The simulations results are obtained by averaging over
10* independent Monte Carlo trials.

Fig. 6 shows the route selection results for a snapshot of
a randomly deployed MCPTT clusters. The route selection is



based on the link connection probabilities and constrained by
T; and D;. Table III gives the coordinates of the cluster heads
and the number of cluster members. The selected paths and
their end-to-end connection probabilities are listed as follows:

o Path J; = {1,5,14,10,3,9,7,16}, and Py, = 0.9532.

e Path J, ={1,4,14,3,6,16}, and Py, = 0.8975.

o Path J3 ={1,5,14,10,9,7,16}, and Py, = 0.9512.

o Path J, = {1,4,14,3,6,16}, and Py, = 0.8926.
Compared J; with J, the higher the threshold D;, the smaller
the end-to-end connection probability. This is because, as D,
increases, the cluster heads who can form paths with better
end-to-end connection probabilities may not be chosen if
the consisting links by the heads could not satisfy a higher
timeliness probability threshold. The similar discussion could
be applied to J; and Jy. Jo and Jy which are forking from
cluster 1 to cluster 2 and 4 separately imply cluster head 4
could not be chosen as forwarding head as T; = 0.9, because
Py,, > Py, and the rest links of the two paths are the same.
The same applies to the forking from cluster head 10 to cluster
head 3 and 9 for J; and Js.

Fig. 7 gives the route selection results for a snapshot of a
randomly deployed MCPTT clusters. The route selection is
based on link timeliness probabilities and constrained by T}
and H;. H; 16 is set to be smaller than H; so that there is
no direct route from source to destination. Thus, the delay
and trust among the forwarding UEs need to be considered.
According to (15), the delay of the links to cluster ¢ is relying
on m;. The paths and their end-to-end timeliness probabilities
are listed as follows:

e Path J; = {1,11,16},

o Path J, ={1,4,3,16},

o Path J5 ={1,2,15,6,16}, and Pp, = 0.6416.

e Path J, = {1,12, 16}, and Pp, = 0.8283.
From J; to Js, one can easily see that the end-to-end time-
liness probability is decreasing as H; is increasing. It further
implies that if there are several clusters which have the same
least number of cluster members and also meet the thresholds
requirements for route selection, one route formed by them
with the least number of hops will be selected. Besides, the
reason that .J; is selected when T3 = 0.5, H; = 0.75 instead
of J4, although they have the same number of users within,
is due to the implementation of Dijkstra’s algorithm.

Fig. 8 gives the route selection results based on link trust
probabilities and constrained by D; and H;. Among the given
paths, J; and .J, are selected based on mean trust probabilities
and Js and J; are based on robust trust probabilities with
c = 0.95. J; and J3 shows that two-hop routes are available
for route selection, and the route via cluster 14 gives the best
end-to-end trust probabilities for both the mean and robust
trust probability formulations. J3 and J4 show that the routes
selected given by the mean and robust trust probabilities could
also give different results even though their values of D; and
H; are the same.

Fig. 9 gives the averaged end-to-end connection and time-
liness probabilities after route selections. The proposed route
selections are based on connection probabilities and constrai-
ned by 7; only (i.e. Dy = 0). The average number of users

and Pp, = 0.8283.
and Pp, = 0.7539.
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Fig. 7: The route selection results based on link timeliness
probabilities and constrained by 7; and H; for a snapshot of
a randomly deployed MCPTT clusters. The trust probability
is the same as mean trust probability. The trust is calculated
based on the mean trust probability, and H; 16 < H;.
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and constrained by D; and H, for a snapshot of a randomly
deployed MCPTT clusters, and Hy 16 < H;.

within each cluster is 2. For a snapshot of the random clusters,
an increasing number of cluster heads coming consecutively
from clusters 2 to 15 are labeled as malicious, and the route
selections are performed. A head k is regarded as malicious if
both T}, and T} are less than T} for any j # k. To compare, a
benchmark of route selection solely based on connectivity [14]
is given. When there is only one malicious node on the plane,
the end-to-end connection probability for both the benchmark
and the proposed route selection method are around 97.5%. As
all cluster heads in clusters 2 to 15 become malicious nodes,
there is a 5% performance drop in the end-to-end connection
probability for the proposed method. Although, the benchmark
achieves the best end-to-end connection probability, it does not



TABLE III: Coordinates of Cluster Heads and Number of Cluster Members
Node: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
X (m) 0 105 669 246 461 651 905 920 858 599 495 968 181 627 350 1000
y (m) 0 330 739 292 95 945 929 373 657 541 946 95 632 343 558 1000
m; T 1 1 1 3 1 3 3 3 2 1 1 3 1 2 1
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Fig. 9: The averaged end-to-end connection and timeliness
probabilities after route selections based on connectivity and
constrained by 7} only. n = 2.

consider the malicious node which makes the path susceptible
to attacks. Fig. 9 also shows that the end-to-end connection and
timeliness probabilities decreases and increases respectively
as the number of malicious cluster heads increases. This is
because, as the number of malicious cluster heads increases,
the cluster heads who can form paths with better end-to-
end connection probabilities has a high chance to become
malicious. Hence, they are not available for route selection.
The increasing number of malicious cluster heads impose
the reduction of the average number of hops for a selected
path. For a given m;, the delay for each cluster is the same.
Therefore, as the average number of hops decreases, a higher
end-to-end timeliness probability is achieved.

V. CONCLUSION

In this paper, we have proposed a novel route selection
method based on connectivity, delay, and trust for a mission-
critical public safety network. We have characterized the
connection probability, where the amount of interference con-
sidered the statistics of call activities within each cluster. The
robust trust probability based on the Bayesian-based lower
confidence bound has been formulated. The simulations have
shown that compared with single criterion route selection
the proposed route selection method offers versatile solutions
with different basic criteria and thresholds on connection,
timeliness, and trust probabilities. The academic implications,
limitations, and future studies are given as follows.

Academic implications: Firstly, this research has demon-
strated that connectivity, delay, and trust are all crucial to
the mission-critical system since the system is susceptible

to connection outages, delays, and attacks. Secondly, by in-
corporating the delay model into interference and connection
probability analysis, the effect of the activity of the group com-
munications on the connectivity has been captured. Thirdly, the
trust probability based on the lower confidence bound could
provide a more robust result than the mean trust probability
especially when the number of interactions is small.

Limitations: This paper considers three crucial criteria for
route selection, although there might be other uncovered but
important criteria for certain applications. If they can be
formulated in a probabilistic form, then they can be fitted
easily into the proposed route selection method in this paper.
Moreover, the trust evaluation may not always be available
since the observing UE could be busy while the next forwar-
ding UE is forwarding its messages.

Future studies: In this paper, the group members are
uniformly distributed within the clusters, but it would be
interesting to study other types of clusters such as clusters with
Gaussian distributed members. Meanwhile, it is worthwhile to
investigate how to carry out the trust rating when the observing
UE is busy and cannot witness the forwarding behavior of the
next forwarding UE.

Thus, the proposed route selection method would be well
suited to 5G public safety and disaster relief communication
networks.
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