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Abstract—Cascading failures are one of the main mechanisms
causing widespread blackouts of power networks. Models simu-
lating the behavior of cascading failures are widely used in the
literature to understand fault propagation and investigate effective
mitigation strategies. However, there is a lack of validated models
that address the specific requirements of resilience analysis in
power networks and that are computationally fast and converge
reliably for very large contingency sizes that may occur under
extreme events. This article presents a novel comprehensive ac
cascading failure model particularly designed for resilience anal-
ysis in power networks. The model is capable to deal with large
contingency sizes, it is computationally efficient in large networks
and integrates seamlessly with established resilience metrics. It in-
corporates dynamic phenomena and protection mechanisms using
static representations. The model is verified following the recom-
mendations by the IEEE PES working group on cascading failures
using internal validation, sensitivity analysis, and comparison to
historical outage data. Furthermore, an analysis of the impact
of different contingency sizes and the dependency of cascades on
network loading level, are given to illustrate some applications of
the model and to highlight its capabilities.

Index Terms—Cascading failures, power system faults, power
system modeling, resilience.

I. INTRODUCTION

TACKLING cascading failures, one of the main mecha-
nisms causing widespread blackouts of the power network,

have been widely recognized as a crucial aspect in increasing
resilience to extreme weather events [1], [2]. A cascading failure
is the uncontrolled and successive loss of parts of a power
network, usually triggered by one or more disturbance events [3].
The propagation of cascading failures is facilitated by overload-
ing, angular instability, voltage stability, and other conditions
identified by the IEEE Task Force on Understanding, Prediction,
Mitigation, and Restoration of Cascading Failures [4]. The iden-
tification and testing of effective mitigating strategies requires
a deep understanding of how cascading failures are triggered
and how they propagate. Resilience is, in terms of a power
network, usually interpreted as the ability to “rapidly recover
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from such disruptive events, and adapt its operation and structure
to prevent or mitigate the impact of similar events in the future”
[5]. Cascading failure models play a crucial part in many re-
silience studies [5]–[7], and a large number of cascading failure
models is reported in the literature. The work in [8] gives an
overview of a broad range of approaches, and groups them based
on their characteristics into topological models [9], stochastic
simulation models [10], high-level statistical models [11]–[13],
dynamic simulation models [14], [15], and other interdependent
or specialist models.

Resilience analysis to extreme events requires cascading fail-
ure models that reliably converge and thus provide meaningful
results even for large contingencies. Additionally, models often
have to be applied to large datasets and networks and, there-
fore, need to be computationally fast. Dynamic models provide
comprehensive details about cascades, but require extensive and
often unavailable input data describing the dynamic characteris-
tics of a power system. Additionally, dynamic models are often
computationally expensive, which makes them impractical in
large networks. dc-based models are, hence, frequently used
in resilience studies [5], [7], [14], [16]–[18]. However, past
outages have shown the significant role of voltage deviations and
reactive power flows (PFs), such as during the 2003 blackout
in the United States and Canada [19] or the 2009 blackout
in Brazil [20]. While dc PF models are fast and numerically
stable, they fail to incorporate these aspects. AC PF models
usually suffer from nonconverging PFs, which regularly occur
when considering stressed networks and large contingencies.
Resilience analysis, however, depends on the analysis of such
extreme conditions and thus requires dedicated cascading failure
models. Some ac PF models, such as [21], do not address the
matter of nonconverging PFs at all. Other models, such as [22],
particularly address nonconverging PFs, but do not consider
reactive power and voltage limits and lack subsequent reactions
by protection mechanisms, such as excitation limiters and under-
voltage load shedding (UVLS). These mechanisms play a crucial
part in large cascading failures [4]. Additionally, resilience
analysis requires a whole-systems approach, thus, models need
to be able to link seamlessly to established resilience evaluation
frameworks.

A further issue with current cascading failure models is a lack
of a standardized validation procedure, which has been recog-
nized by the IEEE PES working group on cascading failures [3].
As a result, the working group has identified a set of approaches
that can be addressed when validating a cascading failure model.

1) Internal validation determines whether the modeling as-
sumptions suit the aim of the model.

2) Comparing the model to real data overcomes the infeasi-
bility of a complete internal validation.
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3) A sensitivity study identifies modeling assumptions with
significant impact on the outcome of the model.

4) Cross-validations against other models to understand the
importance of different modeling assumptions.

There is a clear need for a cascading failure model that caters
for the specific needs of resilience analysis and comprehensively
addresses the validation approaches by the IEEE PES working
group on cascading failures. The key contribution of this article
is the formulation of a comprehensive ac cascading failure model
(AC-CFM) in Section III, which is as follows:

1) specifically designed for resilience analysis by integrating
seamlessly into established resilience metric frameworks;

2) stable for very large contingencies or extreme conditions
by efficiently addressing convergence issues;

3) validated following the approaches by the IEEE PES
working group on cascading failures;

4) compared to other ac-based models, explicitly incorporat-
ing dynamic phenomena such as voltage and frequency
protection mechanisms in a static representation;

5) computationally faster than dynamic cascading models.
Section II describes the role a cascading failure model plays

within multiphase resilience evaluation frameworks. Validation
of the model is performed in Sections IV–VII, and demonstra-
tions in Section VIII show the capabilities of the model for
resilience analysis. Section IX concludes this article.

II. RESILIENCE EVALUATION FRAMEWORKS

The growing impact and frequency of power outages in the
last decades underlines the rising need for power network re-
silience. Evaluating resilience to extreme events is an ongoing
issue in recent literature [23], [24]. This becomes particularly
important when assessing resilience in a whole-systems ap-
proach considering infrastructure interdependencies [25]. Many
frameworks have been developed to address the multifarious
processes involved in such events, with [26] giving an overview
over different approaches. Of particular interest are multiphase
frameworks, which separate the course of events into distin-
guishable stages [27], [28] as follows.

1) In the predisturbance stage, preparatory or preventive
measures can be applied in face of an upcoming event.

2) In the disturbance stage, the network is hit by an external
shock and its operation reduces.

3) The degraded stage marks the lowest operational state
once the disturbance does not increase any more.

4) In the restorative stage, power network operation is re-
stored until it reaches its predisturbance level.

5) In the postrestoration stage, the network can adapt to
future events based on findings from past events.

The development of power network operation can be illus-
trated using a resilience trapezoid (see Fig. 1) [1], [27], [28].
Each of the stages requires a comprehensive assessment of the
processes involved and forms the basis of its very own field of
research, and individual models exist for each phase, such as
restoration [29]–[31]. The objective of the model presented in
this article is to provide a deep understanding of the disturbance
stage of large power outages, whilst linking seamlessly to the
other stages of resilience assessment. By combining the model
presented in this article with models for the other event phases,
an overall resilience evaluation can, thus, be undertaken. The
integration into an established resilience framework is demon-
strated in Section III-E.

Fig. 1. Resilience trapezoid.

Fig. 2. Flowchart illustrating the recursive approach of AC-CFM.

III. AC CASCADING FAILURE MODEL

This section describes the implementation of AC-CFM and
presents an internal validation of the modeling assumptions by
performing dynamic simulations.

AC-CFM is implemented1 in MATLAB and uses the PF
solvers of the MATPOWER toolkit [32]. The reference also
contains the mathematical descriptions of the solvers. The model
requires a MATPOWER network case structure and the initial
contingency set as inputs. Any network component modeled in
MATPOWER, i.e., buses, generators, loads, lines, transformers,
and shunt devices, can be a part of the initial contingency set.
The size of the initial contingency set is not limited, as it is with
other models [16], [33].

A. Recursive Application of Protection Mechanisms

A cascading failure is governed by successive activation of
protection mechanisms. This can cause disintegration of the
network into islands, in which case the cascade may continue
within each island independently. Most steady-state cascading
failure models use iterative approaches to detect the islands
at any discrete cascade generation and apply the necessary
protection mechanisms. However, iterative approaches fail to
identify causalities between generations and cannot address
different time scales of protection mechanisms, because cascade
generations are determined for the entire network even if it has
disintegrated into independent islands. Instead, AC-CFM uses a
recursive approach (see Fig. 2) to handle cascades within each
island individually until the cascade comes to a halt. Beginning
with the initial network, the PF within every island is calculated
and protection mechanisms are applied (see Fig. 3). The protec-
tion mechanisms are explained in detail in Section III-C. If the
protection mechanisms have changed the conditions within an
island, such as loads, generators, or operating lines, the recursion
is applied to the island again (induction case). If the conditions

1Source files are at https://github.com/mnoebels/AC-CFM

https://github.com/mnoebels/AC-CFM
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Fig. 3. Flowchart illustrating the implementation and succession of protection mechanisms in AC-CFM.

have not changed or are within the specified tolerances, the
cascade within the island comes to an end, and the model
proceeds with the next island (base case). This implementation
is a tree traversal, depth-first search, in which the cascade in one
island is handled until its termination before continuing with the
next island.

Fig. 3 illustrates the succession of protection mechanisms
in AC-CFM. Protection mechanisms require knowledge of the
generators and loads as well as bus voltages and line currents.
The initial step in the routine, therefore, is to obtain a solvable
AC PF (see Section III-B). Afterward, protection mechanisms
are applied (see Section III-C).

B. Obtaining a Solvable PF

A common problem when performing ac contingency analysis
is that the ac PF solver may not converge. Nonconvergence is
mainly a mathematical issue, as the PF equations do not provide
a mathematical solution for the physical state the network is in. In
some cases, this indicates that the network is beyond its physical
capability. For instance, if the reactive power demand in a
network is significantly larger than the reactive power generation
capacity, a voltage collapse occurs. In a real power network, this
would lead to undervoltage at some buses. If an UVLS scheme
exists, loads would automatically be shed to support voltages.
A cascading failure model needs to overcome unsolvable PFs
by moving the system back into a solvable region, usually by
shedding some loads. Previous models have addressed this either
by assuming that nonconvergence leads to a blackout of the
entire system, load shedding at all buses [34], reverting to a dc
PF [35], or sensitivity factors identifying the loads that move the
system most effectively back into the solvable region [22]. The
challenge is to minimize the required load shedding, because
this load shedding is a purely mathematical way of obtaining
a solvable PF and does not correspond to any response of an
actual power network. Furthermore, excessive load shedding
may prevent the revelation of underlying voltage issues.

AC-CFM converts, in case of a nonconvergence, all loads to
being dispatchable and uses an optimal power flow (OPF) solver
to identify the minimum load shedding required to make the PF
solvable again (voltage collapse load shedding, VCLS). Differ-
ent established OPF solvers, such as MIPS [32] or IPOPT [36],

can be integrated into AC-CFM, which further increases the
range of solvable OPFs. Line and lower voltage limits are, at
this point, disabled to not mathematically constrain the solution
space. Loads in the island are then shed according to the OPF
result and voltages at generating buses are set as calculated
by the OPF. Often, VCLS leaves the network in a state with
undervoltage at some buses or load violations. The modeling of
subsequent protection mechanisms, hence, continues as usual
(see Fig. 3). In rare cases, OPF does not converge even if all loads
are reduced to zero, usually for small islands where reactive line
losses exceed the available reactive power capacity. The island is
then assumed to be beyond its physical capability and is tripped.
Further elaboration on cases with nonconverging OPF is given
in Section VI. The superiority of this approach is demonstrated
in a cross-validation in Section VII.

C. Implementation of Protection Mechanisms

The different stages and implementations of protection mech-
anisms are explained in detail in the following sections. First,
frequency stability is maintained. Second, over- and underex-
citation are resolved and resulting undervoltages are handled.
Third, lines exceeding their load rating are tripped by over-
load protection (OLP). Dynamic simulations, performed using
DIgSILENT POWERFACTORY 2019 SP3 on the IEEE 39-bus
test network, are used to internally validate the implementation
of the individual mechanisms.

1) Under- and Overfrequency: When considering syn-
chronous generators, sudden mismatches between electrical and
mechanical power, for instance caused by unintentional island-
ing, result in a change in rotor frequency. Protection schemes
such as underfrequency load shedding (UFLS) or overfrequency
generator shedding (OFGS) can reestablish a balance of mechan-
ical and electrical power and ensure that frequency stays within
limits. For instance, standards by the North American Electric
Reliability Corporation (NERC) require UVLS schemes to be
capable of handling mismatches of up to 25% of the connected
load [37]. Generator protection must be coordinated to prevent
excessive shedding.

Algorithms 1 and 2 describe how UFLS and OFGS are im-
plemented in AC-CFM. The maximum generation imbalance
δGmax reflects the limited ability of generators to quickly adjust
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Fig. 4. Dynamic modeling of UFLS.

Algorithm 1: UFLS.
1: if generation increased by less than δGmax but does not

exceed the available capacity then
2: Distribute slack generation so that it is shared by

each generator proportional to its capacity whilst no
generator exceeds its capacity.

3: else
4: Reduce loads to (1− δGoverhead) of the previously

dispatched generation increased by δGmax, but not
exceeding the available capacity.

5: end if

Algorithm 2: OFGS.
1: if generation decreased by less than δGmax then
2: Distribute slack generation so that it is shared by

each generator proportional to its capacity whilst no
generator exceeds its capacity.

3: else
4: Trip generators, beginning with the smallest, so that

the dispatched generation does not exceed the total
load by more than δGmax.

5: end if

to load changes before the frequency exceeds the set limits. The
dispatch overhead δGoverhead caters for network losses. Assum-
ing a single network frequency, UFLS sheds the same percentage
of load at every bus, but prioritization of load shedding can be
implemented in the proposed algorithm. Coordination of OFGS
is done so that shedding starts with the smallest connected
generator, for instance, because those are most likely to lose
synchronism. UFLS and OFGS are repeatedly applied in the
model until δGmax is no longer exceeded and a balance is
established. In the model, it is assumed that frequency returns to
nominal between cascade generations, i.e., that there is sufficient
time for automatic generation control to act between successive
trips of lines.

To demonstrate the behavior of the UFLS protection scheme,
Fig. 4 shows the frequency response and connected active gen-
eration and demand of an island with insufficient generation that

Algorithm 3: OXL / UXL.
1: Determine all generators exceeding their reactive

power limits as defined in the MATPOWER case
structure.

2: Convert the buses of these generators to PQ buses.
3: Set their reactive power output equal to their closest

reactive power limit.

Fig. 5. Dynamic modeling of OXL.

has been disconnected from the network at t = 1 s. After island-
ing, the electric active power generation steps up significantly in
order to meet the demand, which leads to a decreasing system
frequency. If the imbalance between generation and demand is
only small, the frequency stabilizes within the allowed frequency
range (solid blue). If the imbalance between generation and
demand is large, the frequency decreases gradually and will
exceed the allowed frequency range eventually (dashed red).
In this example, reducing the load by 17% lets the frequency
return to the allowed range (dotted green).

2) Over- and Underexcitation: If the reactive power demand
from a generator changes, its excitation system reacts by adjust-
ing the excitation voltage in order to keep the terminal voltage
stable. While the excitation system can adjust the field within a
certain range to cater for different reactive power outputs, over-
and underexcitation leads to overheating and eventually damage
to the generator, and needs to be prevented. Over- (OXL) and
underexcitation limiters (UXL) constrain the field current, and
as a result the terminal voltage is adjusted.

The implementation of OXLs and UXLs in AC-CFM is shown
in Algorithm 3. In ac PF, buses are either specified as PV (active
power and voltage) or PQ (active and reactive power) buses,
identifying which are the fixed parameters at the bus. Demand
buses are generally PQ buses, while generating buses are usually
PV buses. In Algorithm 3, buses with generators that exceed
their reactive power limits are converted to PQ buses, meaning
that their reactive power output is now fixed to its closest, upper
or lower reactive power limit, and the bus voltage now becomes
variable. This effectively mimics the impact of OXLs and UXLs.

The behavior of an OXL is demonstrated in Fig. 5. After a line
fault at t = 1 s and subsequent islanding, the reactive power out-
put of the shown generator increases. Depending on the demand,
the reactive power output can be within the reactive power limits
of the generator (solid blue) or outside (dashed red). In order to
prevent the generator from damage, the OXL effectively reduces
the terminal voltage of the generator after a time delay (t = 10 s,
dotted green). While actual implementations of OXLs and UXLs
differ and act on different components of the generator, Fig. 5
illustrates in simple terms how overexcitation can successfully
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Algorithm 4: UVLS.
1: Shed δPls of load at buses falling below the UVLS

trigger voltage UUVLS.
2: if applied load shedding at a bus exceeds δPls,max then
3: Trip all loads at this bus
4: end if

Fig. 6. Dynamic modeling of UVLS.

be prevented. If the terminal voltage exceeds the voltage limits
after triggering the OXL, UVLS can be applied, which is part of
Section III-C3.

3) Undervoltage: Reactive PF leads to a voltage drop at the
receiving end of a line. In order to prevent voltages below the
lower voltage limit, UVLS can be applied, which gradually
decreases the demand at the bus until the voltage is again within
limits. UVLS is usually applied in blocks of predefined sizes.
Algorithm 4 shows the implementation of UVLS in AC-CFM.
The load shedding block size is defined as δPls, and the maxi-
mum block-wise load shedding before shedding all loads at the
bus is δPls,max.

Fig. 6 demonstrates the behavior of UVLS, in which a line
fault at t = 1 s and subsequent islanding causes a voltage drop at
one bus. Depending on the reactive power demand at the bus, the
voltage at the bus can stay within limits (solid blue) or outside
(dashed red). With UVLS, 5% of load is shed at t = 5, 6, 7, 8, 9 s
(dotted green). As the voltage is still below the lower voltage
limit, at t = 10 s all loads at the bus are shed as a final measure
to reestablish acceptable voltages.

4) Overload: The OLP in AC-CFM trips all lines that exceed
their rating as defined in the MATPOWER case structure. This
is to prevent lines from damage due to overheating and ensure
safe operation. In real OLP, there is usually a time delay to allow
short overcurrents. However, as AC-CFM does not model with
respect to time, this is not necessary to model.

D. Cascade Visualization

AC-CFM provides a novel way of visualizing cascading
failures as a tree-like graph (see Fig. 7). The graph expresses
causalities in cascading failures and helps mitigating the impact
of large and wide-spread blackouts. It holds all model output
parameters, including the succession of protection mechanisms,
the available loads, generators and lines, the disintegration of
the network into islands, and the amount of load shedding at
each generation. It can easily be accessed and searched by
subsequent analysis procedures depending on the requirements

Fig. 7. Visualization of a cascade in the IEEE 39-bus network. Each circle
represents the network or a part of it at a certain generation, starting with the
initial network, and leading to four operating islands and five blacked-out islands.
The number at each island gives the number of buses within the island. The
connecting lines represent the protection mechanisms that have been applied
between generations. The thickness of the lines indicate how many components
have been affected, while the color indicates the percentage of load shedding.

TABLE I
VARIABLES EXTRACTED FROM THE RESILIENCE TRAPEZOID

of the researcher, even for very large networks or contingencies
with thousands of buses and lines.

The example in Fig. 7 shows, beginning with a fully connected
network and a single line fault, how a network first disintegrates
into four islands due to OLP. After that, the protection mech-
anisms in each island try to stabilize frequency and voltage.
At the end, each island either remains alive or blacks out.
The full model output is shown in the Appendix. The graph
reveals how the overloading of a single line triggers the entire
cascade after the initial contingency. Reducing the loading of
such critical lines or increasing their capacity can, for instance,
prevent major blackouts. The graph can, thus, be used to identify
key mechanisms that are crucial in the propagation of a failure
cascade.

E. Integration Into Resilience Metric Frameworks

The straightforward and seamless integration with established
resilience metrics enhances comparability and applications of
AC-CFM to existing works and is a main advantage over other
models, which have not addressed this need. The ΦΛEΠ frame-
work [27] will serve as an example for such an integration in this
study. The framework provides a way of describing the shape
of the resilience trapezoid [1], [27], which is the visualization
of a resilience indicator R over time. The following indicators
are used in this study: lost load, lost lines, lost buses, and
lost generators. Fig. 8 shows the lost load in a network for
an exemplary cascade triggered at t = 0. From the resilience
trapezoid, the variables shown in Table I can be graphically
extracted.
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Fig. 8. Lost load over cascade generation with actual and ideal performance.

TABLE II
CALCULATION OF THE Φ AND Λ RESILIENCE METRICS

Table II defines the Φ and Λ metrics from the ΦΛEΠ frame-
work and how they are calculated based on the extracted vari-
ables. For the cascade in Fig. 8, Φ = 60 MW/generation and
Λ = 900 MW. As AC-CFM does not provide any information
about the restoration after the cascade, only the Φ and Λ metrics
from this framework can be calculated. The E and Π metrics can
be obtained by feeding the postcascade network as calculated by
AC-CFM into existing restoration models such as [30].

AC-CFM does not provide any timings for the cascade gen-
erations. The delay between cascade generations is a stochastic
process and can, thus, not be calculated in a deterministic model.
Instead, the discrete cascade generation is used as a timescale in
the following. It should be noted that the timescale is, therefore,
not linear and the actual time difference between two timesteps
may vary.

IV. SENSITIVITY ANALYSIS OF INPUT PARAMETERS

In the following, a sensitivity analysis for the model input
parameters is performed, following the validation recommen-
dations by the IEEE PES working group on cascading failures.
Sensitivity analysis is done using a Fourier amplitudes sensitiv-
ity test (FAST) [38]. FAST calculates the first-order sensitivity
coefficients that describe to what percentage the variance of
model output parameters is related to the input parameters.
FAST is a global sensitivity test, meaning that the sensitivity
of an input parameter is averaged over variations in the other
input parameters. Higher orders, i.e., interactions between input
parameters, are ignored. For input parameters that show a large
impact on the model output parameters, Spearman’s rank cor-
relation coefficient is calculated to identify whether there is a
monotonic dependency between input and output parameter.

Sensitivity analysis is completed for the following input
parameters and ranges: initial contingency size (lines) ci ∈
[1, 200], maximum generation imbalance δGmax ∈ [0.0, 0.5],
UVLS trigger voltage (p.u.) UUVLS ∈ [0.80, 0.95], maximum
block-wise load shedding δPls,max ∈ [0.05, 1.00], and maximum
number of load shedding blocks (δPls,max)/(δPls) ∈ [1, 10]. The
output parameters are the indicators and Φ and Λ metrics intro-
duced in Section III-E. Simulation results are obtained from the
summer 2004 peak Polish power system containing 2736 buses

Fig. 9. First-order sensitivity coefficients calculated by FAST (missing values
to one are higher order interactions).

and 3504 lines [32]. The network has a total generation capacity
of 28.9 GW and a total demand of 18.1 GW. Reactive power
capacity of the generators in the test case has been relaxed to
+80% and −40% of the maximum active power output. This
relaxation is purely to prevent the otherwise almost always
instantaneous occurrence of voltage collapses due to excessively
stringent reactive power limits. FAST was performed using the
GSAT for MATLAB [39]. A sample size of 10 000 was sufficient
for sensitivities to converge. The resulting sensitivities are shown
in Fig. 9.

Initial contingency size has the largest impact on lost load,
lost lines, and lost buses. The impact on lost generators is
negligible. The Spearman coefficient reveals very strong pos-
itive correlation (coefficient is larger than +0.8) between initial
contingency and lost load, lost lines, and lost buses. Increasing
initial contingency size, thus, leads to larger and faster loss of
load, lines, and buses.

Maximum generation imbalance only has a significant impact
on lost generators. The Spearman coefficient reveals very strong
negative correlation (coefficient is less than −0.8). Increasing
maximum generation imbalance, thus, leads to less and slower
loss of generators.

UVLS trigger voltage has no significant first-order impact.
Maximum block-wise load shedding and number of load shed-
ding blocks have a slight impact on lost generators. The Spear-
man coefficient reveals moderate negative correlation (coeffi-
cient between −0.6 and −0.4) of the number of load shedding
blocks with Φ and Λ. A small number of load shedding blocks
increases the load shedding per block, which leads to more
rapid load shedding. This rapid load shedding causes generation
imbalances and increases loss of generators.

V. COMPARISON TO HISTORICAL CASCADES

After the description of AC-CFM, its internal validation and
sensitivity analysis in the previous sections, model outputs are
now compared to historical cascades. According to the IEEE
PES working group on cascading failures, a model must not
necessarily exactly reproduce historical cascades, because the
stochastic nature of the processes involved in cascades needs to
be considered [3]. However, historical cascades show statistical
behavior and distinctive patterns. The most important patterns
are an acceleration of cascade propagation [12], [40], and a
heavy-tailed distribution of blackout sizes [3], [41], [42]. A
comparison and validation of statistical properties of simulations
against historical data are, thus, feasible even if data are obtained
from different networks and absolute values differ. Showing
that historical and simulated cascades follow the same statistics
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Fig. 10. Probability distribution of total lost lines. Dashed and solid lines show
the Zipf distributions obtained from fitting. (a) Historical [12]. (b) AC-CFM.

indicate that the model captures important features of cascading
failures.

A. Network and Initial Contingency Set

The historical statistics used in this study are the records of
lost load reported by the NERC Disturbance Analysis Working
Group over a period of 22 years, and statistics derived from
transmission line outage data reported by a North American
utility over a period of 12.4 years [43]. In a static model, it
is relatively easy to express causalities between individual line
outages and distinguish between cascade generations, but it is
challenging when looking at historical outage data. The process
described in [12] uses time differences between line outages to
group individual line outages into cascades and generations. The
dataset contains 589 lines and 10 512 outages, grouped into 6316
cascades.

Historical data are compared to statistical properties of sim-
ulations obtained from the 2736-bus Polish system, which has
already been used in Section IV. The network has been chosen
because it is an established test case, publicly available, and large
enough to observe cascading effects.

The size of initial contingencies in historical cascades usually
follows a Zipf distribution [12]. In order to generate a compara-
ble dataset from AC-CFM, an initial contingency set is created,
containing 10 000 scenarios of random line combinations with
a Zipf-distributed contingency size.

B. Model Input Parameters

The initial values of the model input parameters are δGmax =
15%, UUVLS = 0.95 p.u., δPls = 5%, and δPls,max = 25%. Val-
ues have been chosen based on the sensitivity study completed
in Section IV and established protection settings for UFLS and
UVLS [44]. The dispatch overhead δGoverhead = 10% relates to
reported transmission and distribution losses. Expert judgment
or additional studies may be required to adequately set these
values on a per-network basis.

C. Propagation Characteristics

The probability distributions of total lost lines caused by
the initial contingency set as well as the data obtained from
the historical dataset follow a Zipf distribution (see Fig. 10).
Absolute probabilities, and subsequently the slope of the Zipf
distributions, differ as these are network-specific and depend on
the initial contingency set. Zipf distributions can also be found
for the number of generations in the cascades (see Fig. 11). The
matching statistics of historical and simulated line outages is

Fig. 11. Probability distribution of generations. Dashed and solid lines show
the Zipf distributions obtained from fitting. (a) Historical [45]. (b) AC-CFM.

Fig. 12. Total number of lost lines for each generation. Modeled data are
accumulated over 10 000 cascades. Historical data are taken from [12] and
accumulated over 6316 cascades. (a) Historical [12]. (b) AC-CFM.

Fig. 13. Mean propagation λk for each generation. (a) Historical [12].
(b) AC-CFM.

a first indicator for the model capturing important features of
cascading failures.

Next, the propagation of cascades over multiple generations
is investigated. Fig. 12 shows the total accumulated number
of lost lines at each generation, obtained from both AC-CFM
and historical data. Historical data are only available for up to
ten generations. The number of lost lines is significantly larger
for AC-CFM dataset, because the underlying network contains
more lines as discussed in Section V-A. However, it can be
seen that for both datasets, the number of lost lines increases
significantly during the first cascade generations and saturates
after approximately the 10th generation.

Historical cascades show a distinctive acceleration during the
initial generations [12], [40]. This is further analyzed by calcu-
lating the propagation λk, which quantifies the average tendency
for the cascade to propagate from generation k − 1 to generation
k and is defined as λk = Zk/Zk−1 [12], where Zk and Zk−1 are
the number of lost lines in generation k and k − 1, respectively.
For historical cascades, the propagation λk increases during the
first generations and then levels off [see Fig. 13(a)]. A later drop
in propagation toward the end of cascades is not shown. The
same trend is found for the propagation of cascades simulated
with AC-CFM [see Fig. 13(b)]. For generations beyond 7, the
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Fig. 14. CCDF of lost load as calculated by AC-CFM, including only contin-
gencies that led to outages, and fitted probability distributions.

data become noisy as there are not many cascades with this
number of generations. It should be noted that the way in which
the individual lost lines are grouped into generations is different
for historical and modeled data, but the distinctive increase in
propagation supports the validation of AC-CFM.

D. Impact Characteristics

Blackout sizes, commonly expressed by the number of cus-
tomers affected or the lost load caused, are usually presented as a
complementary cumulative distribution function (CCDF) [14],
[41], [42]. Analyses of historical data from the U.S. [41] and
Europe [42] show that the CCDF of blackout sizes follows power
law behavior in the tail with cut-off. The heavy tail present in the
power law distribution indicates that larger blackouts are more
likely than expected following conventional risk analysis [3].
Fig. 14 shows the CCDF of lost load caused by the given initial
contingency set. The results are compared to fits to exponential,
Weibull, lognormal, and power law with cut-off distributions.
The cut-off frequency xmin is determined by a goodness-of-fit
estimation based on the Kolmogorov–Smirnov test, as described
in [46].

The CCDF drops slower than the exponential distribution,
making it heavy-tailed, and shows three distinctive regions.
For lost load x < 1000 MW, the shape resembles a lognormal
or Weibull distribution. For lost load 1000 < x < 10000, the
CCDF shows power law behavior. For lost load x > 10000 MW,
the CCDF drops abruptly. This is due to the lost load being close
to the total load of the network, which amplifies border effects
and stresses the model beyond its validity.

E. Summary of Comparison to Historical Cascades

The comparisons of the propagation and impact characteris-
tics show that calculations by AC-CFM show the same distinc-
tive pattern that can be observed in historical outage data. In
particular

1) The number of lost lines and the number of generations
follow Zipf distributions as reported in [12] and [45].

2) The propagation increases during the first generations and
saturates as reported in [12].

3) The lost load calculated by AC-CFM follow a power law
distribution as reported in [41] and [42].

While matching statistics do not prove the validity of AC-
CFM, this analysis provides a positive indication of the model
capturing important features of cascading failures.

Fig. 15. Computation time analysis.

VI. PERFORMANCE AND CONVERGENCE

The model was run on a machine with an Intel Xeon E5-2620
CPU and 32 GB RAM. When calculating multiple scenarios,
AC-CFM can be parallelized in order to make use of all pro-
cessor cores. The computation time for modeling the 10 000
scenarios in Section V in the 2736-bus Polish system was 2.25 h.
Fig. 15 shows the computation time per scenario and reveals
an approximately proportional dependency to the size of the
initial contingency. The correlation coefficient is 0.94, indicat-
ing a strong positive relationship. Approximately proportional
behavior can also be found for the number of PFs to be calculated
and initial contingency size (correlation coefficient 0.99). Within
the 10 000 scenarios, AC-CFM calculated 210 205 PFs. Out of
these, the PF did not converge in 11 745 cases (5.6%), and VCLS
was applied. Nonconvergence of PF showed no correlation with
island size. In 1379 cases (0.7%), VCLS failed and the island
was tripped. In 95% of cases in which VCLS failed, the island
had a size of 30 or less nodes. This demonstrates that VCLS
successfully solves convergence issues and that tripping in case
of nonconvergence mainly affects small islands with a lack of
reactive power support.

VII. CROSS-VALIDATION TO EXISTING AC MODEL

In this section, the computational cost and results obtained
from AC-CFM are compared to ACSimSep [22], an established
ac-based cascading failure model. Comparison is done as a
cross-validation of models as well as to highlight similarities and
differences between the approaches. ACSimSep models tripping
of overloaded of lines and rebalancing of PFs by shedding
loads or generators. ACSimSep ignores reactive power limits
or undervoltage protection, meaning it does not capture the
physical capability of a network and the whole extent of cas-
cading failures. In case of nonconverging PFs, ACSimSep uses
sensitivity factors to identify the load buses that most effectively
move the network into a solvable region.

Both models are applied to the previously introduced network
and initial contingency set of Section V. Modeling 10 000 sce-
narios on the machine presented in Section VI took 2.25 h for
AC-CFM and 1.4 h for ACSimSep. Computation time is, thus, on
a similar time scale, however, AC-CFM being somewhat slower
than ACSimSep. Time differences can be mainly attributed to the
more detailed modeling of undervoltage protection in AC-CFM,
with 81.8% of scenarios in which UVLS or VCLS are involved
leading to a time difference of more than one second. In 75%
of scenarios, AC-CFM is not more than 0.57 s slower than
ACSimSep.

The mean difference (95% confidence limits) of lost load
calculated by AC-CFM minus ACSimSep is 0.09% (−8.34%,
8.16%). Looking at each scenario individually, AC-CFM tends
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Fig. 16. Mean-difference plot comparing lost load calculated by AC-CFM and
ACSimSep.

Fig. 17. Linear regressions of load shedding due to nonconverging PFs in
AC-CFM and ACSimSep.

to give larger (smaller) lost loads than ACSimSep for scenarios
with a small (large) mean lost load (see Fig. 16).

This behavior can be related to two main differences be-
tween the models. First, modeling of UVLS and O/UXL in
AC-CFM adds further constraints on the network by requiring
that voltage and reactive power limits are maintained. These
mechanisms increase the lost load for most of the scenarios.
Second, VCLS, which is used by AC-CFM to obtain a solvable
PF in case of nonconvergence, is in most cases more efficient
than the sensitivity-based approach of ACSimSep, meaning that
AC-CFM requires less load shedding in order to make the PF
solvable again than ACSimSep (see Fig. 17). This reduces the
lost load calculated by AC-CFM particularly for larger failures,
in which nonconverging PFs become more likely. As discussed
in Section III-B, the reaction of a model to nonconverging PFs
must be cautious, because an overshooting reaction, i.e., exces-
sive load shedding, may prevent the revelation of underlying
voltage issues.

VCLS can leave the network in a state with undervoltages
at some buses. This often causes subsequent UVLS, although
UVLS can also be caused by islanding, loss of generators or
lines. In general, the amount of UVLS increases for cascades
with larger lost load, but the combined load shedding by VCLS
and UVLS in AC-CFM is still significantly less than load shed-
ding due to nonconvergence in ACSimSep.

Summarizing, cross-validation of AC-CFM with ACSimSep
has shown that the approach taken in AC-CFM to obtain a
solvable PF in case of nonconvergence is more efficient, and
it does not prevent the identification of subsequent undervoltage
issues. While the overall lost load as calculated by both models
is in most cases comparable, AC-CFM, thus, provides deeper
understanding of the impact of cascading failures.

Fig. 18. Causes of lost load: UFLS (blue), UVLS (red), VCLS (green), and
tripped buses (yellow). (a) Additional loading. (b) Ratio of DG buses.

Fig. 19. Average resilience metrics depending on additional loading.

VIII. APPLICATIONS FOR AC-CFM

AC-CFM allows for a wide range of studies of resilience to
cascading failures. This section provides an insight into possible
analyses that can be undertaken, however, the application of
the model is not limited to these fields of study. The analyses
are performed using the previously introduced 2736-bus Polish
network. Section V-A lists the model input parameters and
describes the initial contingency set with 10 000 contingencies.

A. Network Loading

A key question in resilience studies is how resilience changes
with increasing network loading due to additional loads and
generation. Beginning with the default loading, all loads are
increased in steps of 5%. The generation capacity is adjusted
likewise. Until an additional loading of 10%, the average lost
load does not increase significantly [see Fig. 18(a)]. From an
additional loading of 15% on, an approximately linear increase
of average load shedding can be observed. Lost load is caused by
UFLS, UVLS, VCLS, and tripped buses, i.e., buses that become
part of an island without generation or insufficient ramping
capability. AC-CFM can, thus, be used to determine the critical
loading, beyond which mean lost load sharply increases. The
existence of such a critical loading has been previously shown
in other works, such as [47]. The UK National Infrastructure
Commission emphasizes the need for thorough stress testing and
determination of system breaking points, as it can be performed
by AC-CFM, in its report on resilient infrastructure systems [48].

For further understanding of this behavior, the mean values
of the Φ and Λ metrics from the ΦΛEΠ resilience metric frame-
work are calculated. While metrics do not change for additional
loading of up to 10%, both metrics for all indicators increase
significantly from an additional loading of 15% on (see Fig. 19).
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Fig. 20. Average resilience metrics depending on ratio of DG buses.

This means that loads, lines, buses, and generators are lost more
and faster with increasing network loading. Additional loads
can, thus, only be connected up to a certain loading level without
significantly reducing resilience.

Following the results, critical loading is governed by the phys-
ical limitations of the network and its protection settings. For
instance, adding inertia to the network, thus increasing δGmax, or
deploying shunt devices for voltage support are some of the mea-
sures that can relax the physical limitations. Easing of protection
settings can delay the activation of protection mechanisms, but
might trigger subsequent damage to the system and must be done
carefully. Preventive measures building on the capabilities of a
modern smart grid, such as defensive or corrective islanding,
can also improve critical loading of networks [7].

B. Distributed Generation

A further trend is the increasing amount of distributed gen-
eration (DG) connected to the network, whilst large and con-
ventional generators are being disconnected. To model this, the
initial 2736-bus Polish network is modified by adding DG with a
capacity of 10 MW each, a typical maximum size for generators
connected to the distribution system [49], to a certain ratio of DG
buses. In a real network, DG can be accumulations of a number of
small-scale generators connected to the same bus. It is assumed
that DG is grid-forming. The generation capacity of conventional
generators is downsized so that the overall generation capacity
does not change. The model is applied to various ratios of DG
buses, and the mean values of the Φ and Λ resilience metrics are
calculated. With increasing ratio of DG buses from 0% to 50%,
lost load decreases approximately exponentially [see Fig. 18(b)].
Particularly the amount of UVLS, VCLS, and lost load due to
tripped buses is reduced, while the reduction in UFLS is not as
significant.

This is further analyzed by calculating the mean values of the
Φ and Λ metrics from the ΦΛEΠ resilience metric framework.
With increasing ratio of DG buses, loads, and buses are lost less
and slower (see Fig. 20). Larger ratios of DG buses also decrease
the number of lines lost, but lines are lost faster. Generators are
lost more and faster, however, this is mainly controlled by the
coordination of OFGS.

Increasing the ratio of DG can, thus, improve power network
resilience and limit the lost load caused by cascading failures in
several ways, if it is connected and controlled adequately. First, a
larger number of DG decreases the number of buses that are part
of islands formed during a cascade and lack generation capacity,

and are, thus, tripped. Second, DG stabilizes bus voltages and
reduces the amount of UVLS. This is in line with previous
findings in the literature, such as [50].

However, recent cases such as the 2019 blackout in the United
Kingdom have shown that large amounts of DG in combina-
tion with inadequate protection settings can increase the risk
of blackouts and, thus, reduce power network resilience [51].
Deployment of DG, hence, requires additional protection mech-
anisms to particularly deal with large frequency fluctuations and
loss of mains. Such mechanisms could be added to the model at
a later stage.

C. Key Findings of AC-CFM for Resilience Improvements

AC-CFM can facilitate key improvements of power network
resilience in three ways. First, the model provides insights
into how cascading failures propagate within power networks,
for instance, by providing visualizations of cascades (see Sec-
tion III-D). It highlights the need for and contribution of various
protection mechanisms in cascading failures (see Sections VIII-
A and VIII-B). The capability of AC-CFM to handle large con-
tingencies, shown in Section V, is vital for such investigations.
Second, by using cascade visualizations, the model can identify
network components, such as lines or buses that are involved
in large cascades and the type of issues that arise, such as
undervoltages or overloads. Thus, improvement strategies can
be developed, for instance, for the location of shunt devices
or additional transmission line capacity. Third, the model can
assess the resilience of a power network after such improvement
strategies have been developed, particularly for future network
scenarios such as increased loading or deployment of DG.

IX. CONCLUSION

This article presented a novel AC-CFM specifically designed
for resilience analysis of power networks. The model incorpo-
rates dynamic phenomena and protection mechanisms in a static
representation, giving insights into how protection mechanisms
interact in the propagation of cascading failures, whilst being
computationally fast. Nonconverging PFs are specifically ad-
dressed by the model using established OPF solvers to make
AC-CFM stable even for very large contingency sizes, which
are of crucial interest in power network resilience.

The model was thoroughly validated following the recom-
mendations by the IEEE PES working group on cascading fail-
ures. An internal validation provided dynamic simulations of the
implemented protection mechanisms and their impact on power
networks. A comparison to statistics extracted from historical
outages in Europe and the U.S. showed that the model matches
the statistics in terms of propagation characteristics and heavy-
tail behavior observed in real cascades. A sensitivity study of
the input parameters revealed that cascading failures are, besides
network topology, mainly governed by the initial contingency
size and maximum generation imbalance in a network. A cross-
validation comparing AC-CFM to an existing ac-based cas-
cading failure model showed that AC-CFM provides matching
results in terms of lost load, however, it handles nonconverging
PFs in a more efficient manner and models undervoltage issues to
a greater detail. This adds to the understanding of how cascading
failures propagate and helps mitigating large and wide-spread
blackouts. Case studies demonstrating possible applications of
AC-CFM showed that the model seamlessly links to established
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resilience metric frameworks such as ΦΛEΠ, which simplifies
its integration into existing research and enhances comparability.
AC-CFM will be made available to researchers via Github as
a powerful and valuable tool for resilience analysis of power
networks.

APPENDIX

EXEMPLARY MODEL OUTPUT

The IEEE 39-bus test network, initial fault of line 4–14.

Demand increased by 0.1% (limit is 15.0%) and genera-
tion capacity is met. Distribute slack generation.

Exceeded line ratings: 6-11

Demand increased by 0.5% (limit is 15.0%) and genera-
tion capacity is met. Distribute slack generation.

Q outside limits at generators at buses 34
Exceeded line ratings: 3-4 3-18 10-13 13-14 14-15
16-17 17-18

3 islands and 2 isolated nodes detected
Island: [ 1 2 3... 9 17 25 26 27... 31 37 38 39 ]
Demand increased by 20.9% (limit is 15.0%) or gene-
ration capacity is not met.
Perform underfrequency load shedding of 12.2%.

Q outside limits at generators at buses 31 39
Voltage outside limits at buses 4 7 8
Undervoltage load shedding applied at buses 4 7 8
Exceeded line ratings: 1-2 8-9 9-39

3 islands and 1 isolated nodes detected
Island: [ 2 3 17 25 26 27... 30 37 38 ]
Demand decreased by 42.6% (limit is 15.0%).

Tripping 2 smallest generators.

Loads shed (22.54%) due to voltage collapse at
buses 26 29

Demand increased by 0.0% (limit is 15.0%) and ge-
neration capacity is met. Distribute slack ge-
neration.

Exceeded line ratings: 2-25 2-30

2 islands and 1 isolated nodes detected
Island: [ 17 25 26 27 28 29 37 38 ]

No generation available.

Island: [ 2 3 ]
No generation available.

Island: [ 30 ]
Demand decreased by 100.0% (limit is 15.0%).
Tripping 1 smallest generators.

Island: [ 4 5 6 7 8 31 ]
Demand increased by 400.4% (limit is 15.0%) or

generation capacity is not met. Perform under-
frequency load shedding of 79.0%.

Island: [ 1 39 ]
Demand decreased by 4.0% (limit is 15.0%).

Distribute slack generation.

Island: [ 9 ]
No generation available.

Island: [ 15 16 19 20 21... 24 33 34 35 36 ]
Demand decreased by 8.4% (limit is 15.0%).
Distribute slack generation.

Island: [ 10 11 12 13 32 ]
Demand decreased by 98.7% (limit is 15.0%).
Tripping 1 smallest generators.

No generation available.

Island: [ 14 ]
No generation available.

Island: [ 18 ]
No generation available.

Cascade halted. Elapsed time: 6.80 s
Total load shedding: 45.05%
Load shedding UFLS: 20.97%
Load shedding UVLS: 0.88%
Load shedding VCLS: 4.61%
Load shedding non-converging OPF: 0.00%
Load shedding tripped: 18.59%
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