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Maximising Branch Power Flows as a Descriptive
Structural Metric for Electrical Networks

Paul Cuffe, Member, IEEE

Abstract—This paper describes an optimization-based proce-
dure that identifies the maximum power flow that each branch
in an electrical network could be exposed to. The procedure
uses a linear optimal power flow formulation that determines the
flow-maximising generator dispatch and loading conditions for
each branch in turn. This theoretical upper bound on the power
flow that a branch could be exposed to is termed its loadability.
The paper proposes this loadability as a descriptive structural
metric that helps reveal the fundamental origin of congestion in
power system. For instance, it is insightful to compare a branch’s
loadability with its as-built thermal capacity, to identify those
branches that are most congestion-prone, or alternatively, those
lines which can never exploit their full available capacity. In the
six test systems studied, it is found that there is wide variation
in the loadability of the various branches, where some would be
loaded well beyond their thermal limits by particular generating
schedules, whereas other branches can never operate beyond even
a fraction of their thermal capabilities. Low branch reactance is
found to be a key driver of high loadability in power systems, and
this suggests new approches to alleviating transmission system
congestion.

I. Introduction
A. Motivation

THIS paper proposes an optimization procedure to quantify
the maximum possible power flow that each branch in an

electrical network could be exposed to. Power lines are assets
of national importance which are constructed at considerable
expense [1], [2]. A line’s thermal rating is an important
parameter to consider when a branch is being added to a
network [3], as this ampacity is often the binding constraint
on how much power it can transmit (though longer lines, and
those at very high voltages, may more typically be constrained
by voltage stability limits [4], [5])
If thermal limits are too low, the system may regularly

experience congestion, whereby the desired generation sched-
ules cannot be accommodated, and more expensive alternative
generation sources have to be used instead [6]. On the other
hand, specifying overly-generous thermal limits may increase
the capital cost of grid construction for little benefit [7]. The
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core motivation of the present work is to explore how this trade-
off [8] has been handled in some well-known test systems, and
thereby to point towards the fundamental causes of transmission
system congestion. The novel optimization-based screening
procedure permits exploration of power system congestion in
a general sense, by identifying the subset of branches which
are at least theoretically capable of being loaded beyond their
thermal limits. Identifying the congestion-prone branches within
a system should offer actionable insights for identifying and
validating remedial measures, such as strategically removing
[9], [10] or increasing the reactance [11]–[13] of particular
lines to better balance power flows, or selectively uprating
[14]–[16] particular branches. Other potential applications for
the procedure are prioritising maintenance planning [17] and
identifying anomalous lines (those with unusually high or low
loabability) for further investigation.

B. Literature review
While optimal power flow techniques have been applied

to a broad range of problems over their long history [18],
[19], the author is not aware of any works that have explicitly
characterised the maximum active power flow each branch
might be exposed to (notwithstanding [20], a precursor to the
present manuscript)

The proposed optimization procedure takes inspiration from
[21], which used linear programming to calculate the absolute
maximum load that could feasibly be met by a combined
generation/transmission system. Other works applying opti-
misation techniques to characterise the extremal operating
envelopes of power system components include [22], [23],
which used capability charts to describe feasible complex power
combinations for, respectively, grid operational configurations
and wind energy harvesting networks.

Work in [24] proposed a maximum-flow based approach to
identify vulnerable lines in a power system. Their technique
considered power exchanges between each source and sink
pair in the network digraph, and defined a new centrality
metric based on each branch’s participation in these notional
transactions. This technique could be viewed as adapting the
idea of betweeness centrality [25], [26] to the electrical context.
The authors of [24] validated the applicability of their new
centrality metric by showing that the failures of the lines they
identified as vulnerable were more damaging to the network.

Work in [27] extended the maximum-flow approach of [24]
by including a vertex weighting procedure. Again, the proposed
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use case of the metric in [27] is in ranking branches for
vulnerability assessment. Other works proposing line centrality
measures for vulnerability screening include [28], [29]. More
generally, numerous algorithms exist which attempt to gauge
the importance of a node or edge in a generic complex network
[30], [31], and various authors have adapted these for electrical
grids [32]–[35].

On the other hand, work in [36] simulated branch interdiction
attacks on a number of power systems in many operational
states, and this broad-based analysis did not find that the trialled
topological vulnerability measures were a particularly effective
way to choose branch attack targets. Such a finding is consistent
with work in [37].

Beyond the vulnerability analysis application area, work
in [38] proposed a line centrality measure to describe the
role of each branch in facilitating circulating and load-serving
current flows in an electrical network, under the paradigm of
[39]. Work in [40] examined that maximum power flow that a
particular line may be exposed to under certain contingency
situations, and used this characterisation within a transmission
cost allocation scheme.

C. Contribution and paper organisation

The core contribution of the present paper is articulating
a novel procedure that reveals the maximum line flows that
each branch in a power system may be required to carry.
Those branches with unusually high loadability may be seen as
critical or central lines in the system, which may be especially
important in terms of causing congestion, or may be prioritised
for maintenance planning [17]. Conversely, branches with
unusually low loadability may be identified as partially obsolete
or marginalised assets.
By comparing loadability with available thermal capacity,

the most congestion-prone branches within a power system
can be directly identified, and these may be apt candidates for
uprating [14]–[16] or for the addition of static or controllable
reactance [11]–[13].
Finally, the novel loadability metric can offer scientific

insights into the structure and function of power transmission
networks [41]. While abstract topological metrics may only
offer limited insights into transmission network operation (see
[36], [37], [42]–[44] for various skeptical perspectives), the
proposed metric has a tangible interpretation rooted in the
the actual dynamics of physical power flow. Importantly, this
allows the costly phenomenom of power system congestion
[6], [8] to be analysed in a general and fundamental way.
The present manuscript emphasises this aspect, and uses a
data-driven approach to explore the determinants of branch
loadability and congestion in several test power systems.
The paper is organized as follows: Section II describes the

optimal power flow procedure for calculating branch loadability.
The test platform is described in Section III, and Section
IV provides several perspectives on the calculated loadability

dataset, to elucidate the structural origins of power system
congestion, which then informs the conclusions in Section V.

II. Methodology
A. Calculating maximum branch power flows

A linear programme is sequentially invoked for every branch
1 in a network, to maximise the power flow f it carries. This
optimization is calculated for both flow directions on the branch,
one after the other. The first objective function for a branch 1
connecting buses 8 and 9 is:

f ∗
1 |8→ 9

= <0G( f 1 |8→ 9 ) (1)

And then likewise for the direction 9 → 8.
Decision variables in this optimization include the power

output p for each generator, 6. Each generator’s online status (s,
binary) is incorporated alongside its minimum and maximum
operating limit parameters, %+6 and %−6 as follows:

s6%
−
6 ≤ p6 ≤ s6%

+
6 (2)

Generator costs parameters are not relevant to this formula-
tion, as a characterisation of the worst-case power injection
profile is being sought, without consideration of the cost or
likelihood of the schedule that would cause this (see [23])
Leaving the generation scheduling free in this way also models
the effects of generator contingencies. In other contexts, it may
be desirable to model generator costs and correlations between
renewable generator outputs: a simple formulation is chosen
here to give the worst case loadabilities and to maintain clarity
in this first exposition of the procedure.
To find the system-wide demand conditions that permit a

branch’s maximum loading, nodal spot demands are scaled
uniformly relative to their parametrised maxima %+

3
:

p3 = :.%
+
3 (3)

This scalar demand level : remains a free variable in the
optimization, bound between some limits  − ≤ : ≤  + (this
uniform load scaling approach has been assumed for simplicity,
but it would also reasonable to control spot loads individually
or zonally to identify the flow-maximising conditions)

A power balance is enforced at every bus, where the vector
p3 |= describes the sum of power demands and p6 |= the sum of
generation at each node =. The nodal balance also includes the
vector of branch power flow, f 1, and the system’s incidence
matrix, �(1×=) :

p6 |= + p3 |= = fb
) � (4)

For a branch connecting bus 8 to bus 9 , with reactance -1 ,
the power flow is determined by the voltage angle, 5, difference
that prevails. Logical constraints are included to allow the line
removal decisions that model contingencies, using the vector
of binary decision variables o1:
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f 1 |8→ 9 =

{
58−5 9

-1
∀ o1 = 0

0 ∀ o1 = 1
(5)

The number of branch outages contingencies to be considered
is imposed by summing the vector of binary variables and
comparing with the cardinality of the branch set, 20A3 (�):∑

1

o1 ≥ 20A3 (�) − � (6)

So for instance, setting � = 2 would find maximum branch
loadings under (#−2) conditions i.e permitting the optimization
to remove two other lines when maximising the flow in a
particular branch.
Branch thermal limits are not enforced, as the maximum

conceivable flows that a dispatch profile could invoke is the
metric of interest, regardless of whether this would overload
the line in question, or indeed may overload lines elsewhere in
the network. This is modelling decision specific to the present
manuscript: it may also be useful and insightful to impose
thermal limits on every other branch except the branch whose
flow is being maximised, as this will identify situations where
other branchs’ thermal capacities impede a particular branch’s
theoretical maximum flow. Instead, the present decision to
disregard thermal limits explores how a branch’s reactance, and
its position with the network structure, affects its maximum
flow levels.

The optimal power flow problem can be formulated at various
levels of model accuracy, and the present exposition uses a sim-
ple linear dc formulation. This simplification means that voltage
magnitude, reactive power flows and the impact of sophisticated
control schemes [45] are not modelled. This simple analysis was
chosen to directly showcase the fundamental drivers of branch
loadability and congestion; the grid’s connective structure
and the reactance of different lines. The same branch flow
maximisation approach could readily be implementing using
more realistic ac optimal power flow formulations [46], [47].
Notably, reactive power flows tend to increase the current
loading of ac power lines, so a formulation including these
would tend to identify higher line loadabilities.

B. Branch structural metrics

1) Loadability definition: When the two optimization cal-
culations have been performed for all branches in the power
system, the f ∗ vectors will be fully populated. To extract
useful information from these, we define the concept of branch
loadability. This metric, l1, has units of mw and records the
absolute maximum power flow that could arise on each branch.
It is calculated by taking the absolute values | f ∗

1 |8→ 9
| and

| f ∗
1 | 9→8

| and selecting the greater:

l1 =

{
| f ∗1,8→ 9 | ∀ | f

∗
1,8→ 9 | > | f

∗
1, 9→8 |

| f ∗1, 9→8 | ∀ | f
∗
1, 9→8 | > | f

∗
1,8→ 9 |

(7)

TABLE I
Test system characteristics

#Bus #Branch #Gen
∑
Load

∑
Gen

ln_nesta_case73_ieee_rts 73 120 99 8.9 gw 10.2 gw
ln_nesta_case118_ieee 118 186 54 6.2 gw 7.1 gw
ln_nesta_case189_edin 189 206 35 2.6 gw 3.0 gw
ln_nesta_case162_ieee_dtc 162 284 12 8.4 gw 9.7 gw
ln_nesta_case1460wp_eir 1460 1924 285 9.3 gw 10.7 gw
ln_nesta_case2224_edin 2224 3207 394 97.2 gw 111.8

gw

By comparing against the rated thermal capacity parameter
for a branch, �+

1
, we can also define the loadability ratio,

which describes the proportional loading of the branch in the
worst-case conditions:

r1 =
l1
�+
1

(8)

2) Branch radiality index: Branch loadability may be related
with how well meshed the particular line is within the network.
That is, does a particular line have many other lines in parallel
with it, or is it a standalone radial branch? To allow this to
be explored rigorously, this section defines a static structural
metric, branch radiality index, for each branch: <1 . This new
metric is extracted from the Power Transfer Distribution Factors
[48] for the system. A vector Φ1 |:→; can be constructed that
records the incremental active power loading on all branches
1 in the system, considering a 1 mw power injection at an
arbitrary bus : and withdrawal at bus ;. To determine the branch
radiality index <1 |8→ 9 , the Φ1 |:→; vector is constructed for
each branch in turn, setting : = 8 and ; = 9 , where 8 is the
sending bus and 9 the receiving bus for that particular branch.
Therefore, for each branch we calculate an incremental 1 mw
power transaction injected at that branch’s sending bus and
withdrawn at its receiving bus. Extracting <1 |8→ 9 from the
corresponding element of Φ1 |:→; identifies what portion of
this transaction the branch itself carries. For a purely radial
branch, with no redundant parallel paths, the full 1 mw would
flow along the branch itself; conversely, where an abundance
of lower reactance parallel paths are available, only a small
fraction of the 1 mw transaction will flow on the branch itself.
Therefore:

0 ≤ <1 ≤ 1 (9)

This notion of branch radiality index is reminiscent of the
concept of shortcut edges [49] for graph geodesics.

III. Test Platform
Simulations are performed in matlab using matpower [50],

yalmip [51] and gurobi [52]. Six test systems are considered,
taken from [53]. These systems were chosen as they are well-
known and widely used, and span across small, medium and
large networks. To ensure that these could be compared fairly,
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TABLE II
Descriptive statistics

Loadability (mw) Loadability Ratio (pu)
Min Median Max Skewness Min Median Max Skewness

ln_nesta_case73_ieee_rts 51.55 271.79 1155.09 1.58 0.27 0.73 2.31 1.47
ln_nesta_case118_ieee 1.66 91.90 1106.68 2.94 0.01 0.56 3.19 1.79
ln_nesta_case189_edin 0.00 38.39 402.22 1.67 0.00 0.22 2.50 2.22
ln_nesta_case162_ieee_dtc 2.23 80.39 1282.01 2.71 0.05 0.56 2.42 1.30
ln_nesta_case1460wp_eir 0.00 22.87 799.56 3.81 0.00 0.26 2.15 1.32
ln_nesta_case2224_edin 0.00 110.85 6146.01 3.17 0.00 0.47 7.86 2.63

their aggregate maximum demand levels were normalised so
that operating at : = 1 leaves an available generation reserve
margin equal to 15% of installed capacity, a limit consistent
with [54].  + was set = 1 and  − = 0.25

The system names are prepended with ‘ln’ to denote this load
normalisation. Details of these normalised systems are provided
in Table I. The raw data and calculation scripts underlying the
results are available in a persistent online repository at [55].

IV. Results

A. Intact system conditions

Initially, � was set = 0 to model intact (# − 0) conditions.
1) Branch loadability trends: Descriptive statistics describ-

ing the loadability, l1 , and loadability ratio, r1 , of the branches
in each system are provided in Table II. One fact is immediately
apparent: the median loadability ratio is below unity in every
case. This means that the median branch in each system cannot
be loaded beyond its thermal limits in even the most onerous
dispatch and aggregate demand conditions. Furthermore, on five
of the six test systems, the minimum loadability is zero or neg-
ligible. Median loadability is quite low, while max loadability
is quite high, and all of these distributions exhibit a rightward
skew. Histograms showing these distributions explicitly for
loadability ratio are provided in Fig. 1. The diversity in system
performance is quite notable, with loadability ratios above unity
barely represented in ‘case1460wp_eir’, although relatively
common on ‘case2224_edin’.
To explore these trends further, the relationship between

branch loadability, l1 , and branch thermal rating, �+
1
, is shown

as a matrix of scatterplots in Fig. 2. Logarithmic scales are
used for each axis. The points are coloured based on binning
each branch into one of five categories as below:

Loadability < 2 mw =⇒ Negligible
Loadability ratio < 0.5 =⇒ Light
0.5 < Loadability ratio < 1 =⇒ Moderate
1 < Loadability ratio < 2 =⇒ Overloadable
2 < Loadability ratio =⇒ Severe

These colour encodings are used throughout this manuscript
to denote these branch categories. The preponderance of greens
and greys in Fig. 2 indicates that most branches in these intact
systems can never experience thermal congestion, and this is
also shown explicitly in Fig. 4. For all six test sytems, less than

20% of branches can ever be overloaded, even in worst-case
demand and dispatch conditions.
Considering the marginal distributions to the right of the

panes in Fig. 2, it is evident that for three of the systems
(‘case189_edin’, ‘case1460wp_eir’ and ‘case2224_edin’), there
is a prominent and discontinuous peak at the bin representing
0 to 1 mw of loadability, implying that these systems contain
many branches that can never carry significant power. This
is a surprising result that invites questions about how these
test systems were constructed (see [56]). These histograms
otherwise appear to follow an approximate bell shape on their
logarithmic scales, perhaps suggesting an underlying lognormal
type distribution (The frequency distributions of loadability
and loadability ratio are also shown, inter alia, in Fig. 9 and
10.)

Distribution fitting using three parametric distributions of
this general type was applied to the loadability data (exclusive
of the negligible branches), and the results are shown in Table
III. While none of these parametric distributions describes all
the test systems, overall Table III supports a conclusion that
branch loadability should be thought of as a long-tailed type
of phenomenon.
2) Aggregate system demand levels: It might be expected

that maximising a branch’s loading would require high demands
levels across a system. This is not so, however, as shown in
Fig. 3. These histograms show the distribution of aggregate
system demand levels, : , that were found to optimally maximise
loadability for each branch i.e 0A6<0G( l1). In many cases, low
or intermediate system demand levels were found to facilitate
the most congesting dispatches. The distributions of : appear
multi-modal and discontinuous, and these histograms do not
point towards any particular parametric distribution.

3) Loadability and network structure: To depict the relation-
ship between system structure, branch location, and loadability
category, network diagrams of the six test systems are provided
in Fig. 5. These diagrams are drawn using the technique in
[57], which positions nodes using a measure of electrical
distance. For most of the systems, it appears that the high
loadability branches are located in the meshed core of the
system. Branches in the sub-transmission and distribution
networks cannot typically be loaded beyond their thermal limits.

To further explore the role of branch messhing, the relation-
ship between branch radiality index <1 and loadability l1 is
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Fig. 1. Histograms showing the the distribution of branch loadability ratio for each system

Fig. 2. Scatterplots of loadability versus branch thermal limits, shown on log-log scales with marginal distributions
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TABLE III
Distribution fitting and goodness-of-fit testing for loadability

Lognormal Gamma GeneralizedPareto
j2 test ? ` f j2 test ? 0 1 j2 test ? : f \

ln_nesta_case73_ieee_rts 0.101 5.534 0.665 0.300 2.534 123.289 *0.026 -0.285 393.952 0
ln_nesta_case118_ieee 0.304 4.605 0.845 *0.002 1.465 99.664 0.302 0.051 138.480 0
ln_nesta_case189_edin *0.002 3.921 1.232 0.111 0.971 94.432 0.097 -0.005 92.115 0
ln_nesta_case162_ieee_dtc 0.066 4.351 1.236 *0.003 0.851 182.073 0.098 0.302 109.935 0
ln_nesta_case1460wp_eir *? <0.001 3.399 1.202 *? <0.001 0.835 72.653 *? <0.001 0.338 40.381 0
ln_nesta_case2224_edin *? <0.001 5.008 1.642 *? <0.001 0.540 885.041 *? <0.001 0.842 164.017 0

Fig. 3. The distribution of aggregate demand level that achieved the maximum loadability for each branch

Fig. 4. Branch category histograms for each test system: only the orange and
red segments to the right denote branches that can be overloaded

explored in Fig. 6. It can be noted that there is a preponderance
of points at the rightmost edge of each pane, corresponding to
fully radial branches. In particular, ‘case189_edin’ is composed
mostly of these radial branches. However, the totality of Fig. 6
indicates that the full range of loadability values is possible for
radial branches. Furthermore, there is no obvious relationship
between the branch radiality index and loadability levels, as
each category of branch loadability is represented across the
full range of radiality index.

The relationship between branch reactance -1 and loadability
l1 is explored in Fig. 7, which uses log-log scales. Intuitively,
a branch with lower reactance would be anticipated to typically
carry more power than a higher reactance branch. For all six
systems, a similar envelope is formed, whereby the highest

loadability arises for the lowest reactance lines. The linearity
of the upper boundary of this envelope is striking and is most
clearly shown for the three systems depicted in the bottom
row. These envelopes in Fig. 7 may indicate that congestion
arises in transmission systems where branches have overly-low
levels of reactance without appropriately high thermal ratings.
This might suggest that artificially adding fixed reactances to
congestion-prone lines may be a viable mitigation strategy, at
least in some cases.

To further explore such structural determinants, Fig. 8 relates
each branch’s loadability l1 to its operating voltage, defined
as the average of the nominal voltage at its sending and
receiving buses 8 and 9 (i.e transformer branches will take
on an intermediate value) The trends in Fig. 8 correspond
with Fig. 5: branch loadabilities typically rise steeply when
ascending through the voltage levels (again, note carefully the
logarithmic vertical axis) This indicates that the most heavily
loadable and congestion-prone lines are found in the high
voltage core of a network.

B. Loadability considering branch removals
This section provides a comparative analysis, presenting

loadability and ratio figures for degraded system conditions.
Due to the computational complexity of these calculations, they
have only been performed for the three smaller test systems.
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Fig. 5. Diagrams of each test system, with branches coloured according to their loadability classification
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Fig. 6. The relationship between branch radiality index and loadability, shown on a log vertical scale

Fig. 7. The relationship between branch reactance and loadability, shown on log-log scales
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Fig. 8. The relationship between branch operating voltage and loadability, shown on a log vertical scale

Fig. 9. The empirical cumulative distribution of branch loadability, show for various levels of branch removal contingency

As can be seen in the empirical cumulative distribution
functions in Fig. 9, there is a progressive increase in branch
loadabilities as system conditions degrade towards (#−3). This
is reflected in Table IV, which shows that median loadability
increases sharply as more outages are considered. Notably,
‘case189_edin’ appears less vulnerable to these contingencies,
as it exhibits a less marked increase in branch loadability.
A similar effect is also shown in Fig. 10, which shows the

loadability ratios on a linear horizontal axis. It can be seen that
the portion of lines with a loadability ratio above unity grows
as more outages are considered, with the majority of branches
becoming overloadable in (#−2) or (#−3) conditions. This is

shown explicitly in Fig. 11, which shows a clear increase in the
number of overloadable and severe branches as contingency
conditions deepen. On the other hand, the totality of Fig. 11
shows a notable diversity in branch loadability categorisations
across the spectrum of contingency conditions, with severe
branches present in intact networks, and light branches in
networks enduring (# − 3) conditions.

However, considering Table V shows that even under (#−1)
degraded conditions, the median loadability ratio is near
or below unity for these three test systems. It appears that
‘case118_edin’ is somewhat more resilient against outage-
induced overloading compared to ‘case73_ieee_rts’.
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Fig. 10. The empirical cumulative distribution of branch loadability ratio, show for various levels of branch removal contingency

Fig. 11. Branch categorisation proportion shown by colour, for each system at each level of contingency

TABLE IV
Median loadability in degraded conditions (mw)

(N - 0) (N - 1) (N - 2) (N - 3)

ln_nesta_case73_ieee_rts 271.8 433.8 751.0 1232.0
ln_nesta_case118_ieee 91.9 169.4 273.9 404.9
ln_nesta_case189_edin 38.4 46.0 51.9 51.9

TABLE V
Median loadability ratio in degraded conditions (pu)

(N - 0) (N - 1) (N - 2) (N - 3)

ln_nesta_case73_ieee_rts 0.73 1.18 1.79 2.79
ln_nesta_case118_ieee 0.56 1.09 1.63 2.36
ln_nesta_case189_edin 0.22 0.28 0.28 0.28

Interesting, the loadability ratio for ‘case189_edin’ does not
shift right as markedly as more line outages are considered:
this is likely because of the preponderance of radial lines in
this system. As these branches are not meshed, their power flow
is entirely determined by the downstream demand or upstream
generator they serve, and so cannot be affected by removing
other lines.

V. Discussion
Several key findings have emerged from the analysis of

branch loadability in the six test systems:
• The loadability for many branches was found to be near-
zero, which may suggest anonomalies in how these test
systems were constructed [56].

• Branch loadability appeared to follow an approximately
lognormal distribution, showing this to be a long-tailed
type of phenomenon. Most branches cannot be heavily
loaded, but a few can be loaded to extreme levels.

• Branch reactance appeared to be a key driver of loadability,
with the most heavily overloadable lines generally having
the lowest reactance. A linear envelope was evident on
the log-log plots of these quantities. This relationship
highlights that a branch’s thermal rating should be com-
mensurate with its reactance if congestion is to be avoided.
Devices are available to statically or dynamically modulate
a branch’s impedance [58].

• When degraded system conditions were considered by per-
mitting branch removals, loadabilities increased markedly,
although remaining quite widely distributed.

VI. Conclusions
This paper deployed an optimisation procedure to determine

the maximum power flow each branch in an electrical network
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could be exposed to. On the six test systems considered, it
was found that, under intact network conditions, most branches
could never be loaded beyond their thermal limits, even under
the most onerous generation and demand scenarios. Conversely,
a small set of branches could generally be loaded to very
high levels, consistent with the long-tailed nature of this
phenomenon. An index of branch radiality was proposed to
explore the effect of branch meshing, although results here
were inconclusive. Future work may consider how a branch’s
reactance should be aligned with its thermal capacity to better
mitigate congestion.
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