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Abstract—In this paper, we investigate the problem of joint
route optimization and multi-dimensional resource management
for airborne radar network in target tracking application. The
mechanism of the proposed joint route optimization and multi-
dimensional resource management (JRO-MDRM) scheme is to
adopt the optimization technique to collaboratively design the
flight route, transmit power, dwell time, waveform bandwidth,
and pulse length of each airborne radar node subject to the
system kinematic limitations and several resource budgets, with
the aim of simultaneously enhancing the target tracking ac-
curacy and low probability of intercept (LPI) performance of
the overall system. The predicted Bayesian Cramér-Rao lower
bound (BCRLB) and probability of intercept are calculated and
employed as the metrics to gauge the target tracking performance
and LPI performance, respectively. It is shown that the resulting
optimization problem is non-linear and non-convex, and the
corresponding working parameters are coupled in both objective
functions, which is generally intractable. By incorporating the
particle swarm optimization (PSO) and cyclic minimization
approaches, an efficient four-step solution algorithm is proposed
to deal with the above problem. Extensive numerical results are
provided to demonstrate the correctness and advantages of our
developed scheme compared with other existing benchmarks.

Index Terms—Joint route optimization and multi-dimensional
resource management (JRO-MDRM), airborne radar network,
target tracking, Bayesian Cramér-Rao lower bound (BCRLB),
low probability of intercept (LPI), particle swarm optimization
(PSO).

I. INTRODUCTION
A. Background and Literature Review

With the significant superiorities over the static radar sys-
tems, the airborne radar network has received considerable
interests in various applications, such as air defence, missile
guidance, cooperative navigation, target localization, and so
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forth. By employing the high flexibility and mobility of
airborne platforms, the system performance of the airborne
radar network can remarkably be improved by adaptively and
rapidly coordinating their flight routes and transmit resources
according to different tasks [1]-[3]. In such a case, this kind
of system is able to collect much more sufficient information
with multiple airborne nodes from different areas of interest.

In reality, although the airborne radar network system enjoys
great benefits, several technical problems need to be tackled
to unlock the promised performance gains. On the one hand,
since the flight route of airborne radar node can be adjusted
based on the real-time battlefield situation, the route optimiza-
tion has offered a promising idea to detect and track hostile
targets. For example, in [4], Zhou et al. utilize the distance-
only measurements to design the optimal motion strategies for
mobile sensors in target tracking scenario, and two different al-
gorithms are proposed to determine the set of feasible positions
that each sensor node should move to at each time index. In
[5], the authors investigate the problem of joint path planning
and sensor subset selection for multistatic sensor network, and
a genetic approach-based solution methodology is developed
to obtain the suboptimal solutions to the above intractable
problem. Also, the impacts of sensor location uncertainties due
to deployment error and sensor drifting on the target tracking
accuracy is analyzed. A communication-constrained motion
path planning algorithm for networked robotic surveillance is
presented in [6], which aims to minimize the probability of
target detection error subject to the predefined requirements on
the connectivity of the robots to the control center. Reference
[7] proposes a unmanned aerial vehicle (UAV) path planning
approach for emitter localization by employing several passive
payload sensors. Ragi et al. in [8] build the problem of
UAV path planning as a partially observable Markov decision
process. The work in [9] addresses the problem of joint
optimization of transmitter waveform and receiver path for
target tracking in a multistatic radar system, whose purpose is
to minimize the tracking error by taking advantages of both
waveform-only and path-only optimization methods. In [10], a
moving target detection scheme utilizing colocated multiple-
input multiple-output (MIMO) radar on multiple distributed
moving platforms is studied, and a compressed sensing-based
model is established to further employ the clutter sparsity in
the surveillance region. The study of [11] optimizes the UAV
path for joint detection and tracking of multiple radio-tagged
targets. Other existing works can refer to [12]-[14].
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On the other hand, the transmit resource of an airborne radar
is usually limited due to the weight and size restrictions of the
airborne platform. Besides, the low probability of intercept
(LPD) issue is a crucial and essential demand of military
applications in modern battlefield [15]-[19]. As a consequence,
the problem of resource-aware management in radar systems
has drawn great research interests so far, which aims to achieve
much better resource utilization efficiency. For instance, in
[20], Yi et al. propose a joint beam and power scheduling
algorithm for distributed multiple targets tracking in netted
colocated MIMO radar architectures. It is shown that the track-
ing accuracies of multiple targets are significantly enhanced,
and the communication requirements between different radar
nodes are reduced while meeting the robustness of the overall
system. The authors in [21] address the problem of joint
target assignment and power allocation for multiple distributed
MIMO radar networks in clutter, where the radar node works
in a defocused transmit-focused receive manner. Furthermore,
Zhang et al. develop an efficient power allocation technique for
maneuvering target tracking in a cognitive colocated MIMO
radar system [22], and the sequential relaxation-based solver
is put forth to deal with the formulated optimization problem.
The study in [23] concentrates on the target capacity-based
resource optimization for multi-target tracking in radar net-
work, which jointly designs the illumination power and dwell
time of different radar nodes to maximize the number of the
targets that can be tracked with specified accuracy demands.
By exploiting relaxation and tuning process, the original non-
smooth optimization model is solved. It is worth to mention
that not only transmit resources but also waveform parameters
have effects on the target tracking performance. Thus, Cheng
et al. in [24] formulate the optimization model for joint time-
space resource allocation and waveform selection for colocated
MIMO radar in multi-target tracking, where the objective
function in terms of system resource consumption and target
tracking accuracy is minimized by adaptively coordinating the
variables of interest, i.e., revisit interval, sub-array number,
transmit energy, and waveform parameters. More recently,
reference [25] extends the work of [24] to netted colocated
MIMO radar case in order to achieve better trade-off between
illumination resource burden and target tracking precision.

In light of the aforementioned references, although there
have been vast studies on flight route optimization and re-
source scheduling on demand, the above two aspects are al-
ways considered separately. The authors in [2] propose a joint
online route planning and power allocation strategy for multi-
target tracking in a monostatic airborne radar, whereas only
the heading angle and transmit power are optimized, whose
application is very limited. In addition, as stated previously,
even though the transmit waveform selection and receiver
path are jointly selected by a multistatic radar system in
[9], the kinematic velocity, transmit power and dwell time of
each airborne node are ignored. Therefore, it is interesting
and meaningful to integrate the route planning and transmit
resource management frameworks into a coherent one to offer
more freedom for system performance gains. Nevertheless, the
joint optimization of route planning and multi-dimensional
resource management for airborne radar network in target

tracking environment is very challenging and remains to be
investigated. This gap motivates this work.

B. Our Contributions

In the current work, we put forward a joint route opti-
mization and multi-dimensional resource management (JRO-
MDRM) scheme for airborne radar network system in target
tracking scenario. Particularly, the adaptable working param-
eters in terms of flight route, transmit power, dwell time,
waveform bandwidth, and pulse length of each airborne node
are collaboratively designed to minimize the target tracking
error and probability of intercept meanwhile for several system
constraints. Also, an iterative and efficient four-step solution
method is developed to solve the resulting non-linear and non-
convex optimization problem. In short, we concentrate on how
to optimize the flight route and multi-dimensional transmit
resources for the purpose of target tracking accuracy and LPI
performance improvements.

Our contributions of this paper are summed up as follows:

1) The problem of JRO-MDRM for airborne radar network
in target tracking application is formulated as a mathe-
matical optimization model under the constraints of sys-
tem kinematic limitations and transmit resource budgets.
In general, the JRO-MDRM scheme is a mathematical
problem of simultaneously optimizing the target tracking
accuracy and LPI performance of the underlying system
while meeting certain system constraints. Here, the an-
alytical expressions for the predicted BCRLB and the
probability of intercept are derived and then employed to
evaluate the target tracking accuracy and LPI performance
of the airborne radar network, respectively. It is also
noted that both criterion functions are related to the
corresponding working variables. More specifically, the
key idea of the JRO-MDRM scheme is to minimize the
predicted BCRLB for target tracking and the probability
of intercept in the meantime by jointly coordinating
the flight route, transmit power, dwell time, waveform
bandwidth, and pulse length of each airborne node while
guaranteeing the given constraint conditions.

2) Since the formulated optimization model is non-linear
and non-convex, and the closed-form expressions for the
criterion functions are complex, it is generally intractable
and cannot be tackled directly by exploiting the exist-
ing optimization techniques. To this end, we develop
an iterative and efficient four-step solution algorithm
incorporating particle swarm optimization (PSO) and
cyclic minimization approaches to acquire the suboptimal
solutions to the resulting problem. Numerical results are
provided to validate the effectiveness and superiority of
the developed JRO-MDRM scheme compared with other
state-of-the-art baseline algorithms.

The remainder of the this paper is organized as follows: In
Section II, we describe the related system model. In Section
III, we present the optimization problem formulation for JRO-
MDRM in airborne radar network. Section IV proposes an
efficient iteration method to solve the formulated optimization
problem. Section V provides several numerical simulations
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to demonstrate that the performance of the proposed JRO-
MDRM scheme outperforms other existing benchmarks. Fi-
nally, Section VI concludes this paper. The related notations
are explained when they are first exploited.

Notations: The superscript (-)7 denotes the transpose op-
erator, ® denotes the Kronecker product operator.

II. SYSTEM MODEL

Consider an airborne radar network, which is composed of
N widely separated airborne radars moving in a Cartesian
coordinate and guaranteeing synchronized time. The position
of the n-th radar node at each tracking interval k is represented
by [®n.k, Yn.k)- To facilitate the system design and simplicity,
each airborne radar works in a monostatic manner and can
only process the target echoes due to its own emitted signals.
Note that the working parameters of each airborne radar node
are the route planning, transmit power, dwell time, waveform
bandwidth, and pulse length. The goal of the airborne radar
network is to track the single target and obtain the estimates
of target range, Doppler shift, and angle of arrival.

To start with, the following moderate assumptions are made
to simplify the problem: (1) The emitted signal of each
airborne radar node is a narrow-band signal. (2) The n-th
airborne node is equipped with only a matched filter that
correlates to its own transmitted waveform. (3) The time
compression due to the Doppler shift is ignored. (4) The
passive interceptor is carried on the moving target with an
omni-directional receiving antenna. (5) The target track can be
initialized by exploiting the multi-frame detection or Hough
transform techniques.

A. Target Dynamic Model

The target state at frame k is Xz = [@%, Yk, Zx, U]’ where
[z, yx] denotes the target position at the k-th time slot, and
[, yx] denotes the target velocity at the k-th time slot. It
is also supposed that the target track has been initialized by
employing different algorithms [26]. Then, the target dynamic
model can be given by:

X, = Fxp_1 + wi_1, (D

where F stands for the target state transition matrix. In
this paper, the target motion is described by the following
two models, that is, one constant-velocity (CV) model and
one coordinated turning (CT) models with different rotation
factors. To be specific, the target state transition matrix for
the CV model Fcy is expressed by:

1 0 AT 0
01 0 AT
0 0 O 1

where AT denotes the revisit interval between two successive
tracking frames. Also, the target state transition matrix for the
CT model Fcr can be written as:

1 sin(wAT) 0 cos(wAT)—1
cos(WAT) 0 —sin(wAT

Fer = 0 170(()s(wAT)) 1 sin(E}AT) ) ) (3)
0 sin((f;AT) 0 COS(SAT)

where w is the angular speed of turning. The term wy_; in
Equation (2) denotes the zero-mean Gaussian process noise
with a known covariance matrix Qx_1 as:

(AT (AT)?
Q-1 = 3 2 ® (7I2), (4)
k—1 (A§)2 AT (’Y 2)

where y denotes the intensity level of process noise.

B. Airborne Radar Dynamic Model

It is indicated in [2][9] that the motion of each airborne
radar node can also be built as a discrete time kinematic model,
which consists of its location, kinematic velocity, and heading
angle. Thus, the dynamic model of the n-th airborne radar
node is expressed by:

Vn kCOSPn ke +Vn k—1C0SPp k—1 AT
b

= Tn,k—1 +

L,k - b) ) (5)
Yne = Ynjo1 + LtOn bt On 1Ol AT

where v, and ¢, represent its kinematic velocity and
heading angle, respectively.

C. Measurement Model

The measurements z;, from different airborne radar nodes

R T T 1T
at frame k have the form z, = [z];, -~ .2, ., ,Zy,]" s

where the measurement acquired by the n-th airborne node
Zn i can be expressed by [26][27]:

Znk =hy 1 (Xk) + 05 g, 6)
where h,, (x;) denotes the non-linear measurement function:

V(@k = an)? + (yr = yn)?

R,

by, x(xz) = ok . Bp (@k—Tn)+ Uk (Y —Yn)

n,k Xk ) = Zn,k - \/($k Z0)2+ Yk —tn )2 )
n,k

arctan(Z:=22)

)

where R, 1, Un i, and 6, ; stand for the range, velocity, and
angle of arrival measurement components at the n-th node,
respectively. h(x;) represents the measurement function, N, j,
represents the measurement error matrix at frame k with
covariance W, ;.. Thus, the dimension of the measurement is
three, with

Rn,k = \/(Ik - xn)z + (yk - yn)27
ik(l‘k*mn)‘i’yk(yk*yn) 8
V@e=20)2+ (e —yn)?’ (®)
On, = arctan(Z=42).

Un,k =

It is worth mentioning that each airborne radar transmits
the linear frequency modulation (LFM) signal with a complex
Gaussian envelope. Thus, the measurement error covariance
W, 1. can be characterized by the waveform parameters, which
is computed by [27]:

‘I’n,k = Tcn,kTa (9)

where T = diag[c/2,¢c/(2f.),1] is the transform matrix from
time and Doppler shift to range and range rate, c is the speed of
light., C,, i is the Cramér-Rao lower bound (CRLB) matrix for
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the radar estimates at node n. For the Gaussian-LFM signal,
C,,.i; can further be written as:

222, 42, 0

1 N2 1 12 )2 0
Cot = §NR,,, | a0 |

’ 0 0 o5

(10)

where b, , represents the frequency modulation rate of radar
n at frame k, b, = W, /2T nk, Whpi represents the
bandwidth of the transmit waveform at frame £, T ,, ;. denotes
the effective pulse length, A, ; denotes the Gaussian pulse
length parameter, and o3 denotes the CRLB of the angle of
arrival estimate. Note that the effective pulse length 75 ,, 1 is
approximately equal to 7.4338\,, i, i.e., Ty k = 7.4338\, &
[27]. The term SNR,, ;. stands for the achieved signal to noise
ratio of the n-th radar at frame k, which can be given by:

Pt,n,de,n,th,n Gr,no'n )\t2 Grp
(471-)3TI'R;11,]€I€0T0BrFr ’

where P, ,, ;. is the transmit power of radar n at time slot £,
T4 % 1s the corresponding dwell time, o, is the RCS of target
with respect to radar n, G\ 5, is the gain of transmitting antenna
at the n-th radar node, G, is the gain of receiving antenna
at the n-th radar, Ggp is the processing gain of each radar, 7T;
is the pulse repetition rate, F; denotes the noise coefficient of
each radar receiver, kg denotes Boltzmann constant, 7y denotes
the noise temperature of each radar receiver, B; denotes
the bandwidth of each radar receiver, \; denotes the signal
wavelength, and R, ; represents the range from the target to
the n-th airborne node at time slot k.

SNR,, =

(1)

III. PROPOSED JRO-MDRM SCHEME FOR AIRBORNE
RADAR NETWORK

A. Basis of the Technique

Mathematically, the proposed JRO-MDRM scheme can be
regarded as an optimization problem of simultaneously im-
proving the target tracking accuracy and LPI performance of
the airborne radar network under the constraints of kinematic
limitations and certain system resource budgets. The predicted
BCRLB and probability of intercept are derived and adopted as
the metrics to evaluate the target tracking performance and LPI
performance, respectively. The adaptable variables considered
here are the kinematic velocity v, , heading angle ¢, j,
transmit power P, ,, ., dwell time Ty ,, ., waveform bandwidth
Wk, and pulse length A, , of the n-th airborne node at
the k-th tracking instant. For the sake of convenience, we
collect the working parameters of the overall system as vi, ¢y,
P, Tar, Wy, and Ay, to represent the working parameters
corresponding to all the airborne nodes, that is:

Vi = [Vik Nk Ok = D1k, dnk]T
Por=[Pak, PNt Tar = [Taik > Tanklts

Wi = Wik, WhelT oA = Ak, Ava) T

)

(12)

We are then in a position to optimize the above parameters
in order to achieve better target tracking accuracy and LPI per-
formance for the airborne radar network system. The detailed
steps of the JRO-MDRM scheme are given in the following.

B. The Predicted BCRLB

It is well-known that the BCRLB is able to bound the error
variance of the target state estimation, and it is predictive at
one step ahead in the tracking recursion cycle. Intuitively,
the predicted BCRLB is employed here as a performance
metric to gauge the target tracking accuracy for our proposed
JRO-MDRM algorithm. Additionally, we assume that the
measurements obtained from multiple airborne radar nodes
are independent with each other [19]-[23]. Therefore, the
predicted Bayesian information matrix (BIM) is written as:

J(Xpk—1, Vi, &k Pk, Tap, Wi, Ag)
=Jp(Xp—1, Vi1, k-1, Pio—1, Tae—1, W1, Ap—1)
+ Jz(Xpjk—1, Vs O, Pk, Tan, Wi, Ar), (13)

where xj, ;. represents the predicted target state vector at
the (kj — 1)-'[h time slot, Jp(X}C_l7 Vi, Ok, P, Tar, Wi, )\k)
represents the prior information BIM, and
Jz(Xkjk—1, Vs Ok, Por, Tar, Wi, Ag) represents the
measurement BIM. Based on the derivations in previous
references, the closed-form expression for the predicted
BIM can be given at the top of the next page, where
Hm,klk—1 denotes the predicted probability of model
m at the (kK — 1)-th time slot, F,, denotes the state
transition matrix of model m with F,, € {Fcy,Fcr}, and

T
Hn,k = |:ka“‘,_1 (hn,k(xkﬂcfl))
matrix of the non-linear measurement function.

In the end, since the predicted BCRLB is the inverse of the
predicted BIM, it can be expressed by:

“1
Cierib,k = [J(Xkjs—1, Vis Prs Po, Tae, Wi, Ap)]
(15)

where the diagonal elements of the matrix Cgcrip,r denote
the lower bounds on the variances of the predicted estimates
of target motion state, respectively.

denotes the Jacobian

C. The Probability of Intercept

It is known that there are several metrics that can be adopted
to evaluate the LPI performance of different radar systems,
such as Schleher intercept factor, probability of intercept, radio
frequency intensity, etc. In the current study, the probability
of intercept is utilized to assess the LPI performance for
the airborne radar network system. Technically speaking, the
analytical expression for the probability of intercept can be
viewed as a function of various variables, for instance, the
illumination power, dwell time, revisit interval, search time of
interceptor, and so on. Hence, the probability of intercept for
the n-th airborne radar node at the k-th tracking instant can
be expressed at the top of the next page, where 71 denotes the
search time of intercept receiver, p;a denotes the probability
of false alarm of interceptor, G, denotes the transmitting
antenna gain of radar n, Gp denotes the receiving antenna
gain of the hostile passive intercept receiver, Gip denotes the
processing gain of interceptor, By denotes the frequency band-
width of interceptor, F] denotes the noise factor of interceptor,
and R, j|x—1 denotes the predicted range between the airborne
node and the target at the k-th time index.
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J(Xp o1, Vi, &k, Pk, Tap, Wi, Ag)

3 N
= > (s pie—1[Qu—1 + FmnJ (Xp—1, Vi, b Puk, Ta g, W, Ai)F Z[ k‘I’;ian} (14)
m=1 n=1 Xk k-1
/ 7 Pt n kGlnCIXZGIP
T4,k 7lnpmi\/<4fr)zR koo By 00
pl,n,k(vn,k7¢n,k;Pl,n,kaTd,n,k) = [1-— 7/ Phlle—1TOTRE eXp(—Z2)dZ (16)
2Th v Jo

Due to the fact that there exists multiple active radars in the
airborne radar network architecture, the overall probability of
intercept at the k-th time index can be defined as follows to
evaluate the LPI performance of the underlying system:

Pk (Vk7¢k,Ptk,Td k)

21 H 1= Pk (Vn ke, @iy Pone, Tane)] - (A7)
n=1

Remark 1: Without loss of generality, it is supposed that
the corresponding parameters of the hostile passive intercept
receiver, such as the search time, receiving antenna gain,
processing gain, frequency bandwidth, etc, are known as prior
information, which are available according to the military
intelligence and knowledge.

Remark 2: According to above performance metrics in
Equations (15) and (17), it is noticeable that the corresponding
working parameters affect the proposed JRO-MDRM strategy.
More specifically, not only the route planning but also the
multi-dimensional resource has influence on the attainable
target tracking accuracy and LPI performance.

D. Optimization Problem Formulation

In general, the primary goal of the proposed JRO-MDRM
scheme is to minimize the achievable target tracking error and
probability of intercept of the airborne radar network system
in the meantime subject to the kinematic limitations and
several resource budgets. By jointly designing the kinematic
velocity, heading angle, transmit power, dwell time, waveform
bandwidth, and pulse length of each airborne radar node,
the optimization problem at each tracking frame k can be
formulated in the following:

min F Vi k Ptk: Tdk Wk Ak
Vi, @k, Pk Ta ke, Wi, Ak ( ’4) e " ’ )7

: tot
min _ p’(Vi, &k, Pok, Tak),
Vi, @k, Por,Tar
C1: Upip < Un,k < Umax, V7,

C2:
st.¢ C3:
C4:
C5:

‘¢n,k - ¢n,k‘71| < ¢max>vn
Pmin g R,n,k g Pmamvna

Ti’ < Td,n,k < Tmaxavna
Wn,k € Wer, /\n,k € Aser, V1,

(18)

where the criterion function for target tracking performance is
defined as:

F(vi, dx, Pik, Ta e, Wi, Ak)
£ \/CBCRLB,k(l, 1) + Cgcris,k (3, 3),

Umin and Upax denote the minimum and maximum values of
the kinematic velocity, ¢n.x denote the maximum turning
angle, Ppi, and Py, denote the lower and upper bounds
of the transmit power of each airborne radar node, 7, and
Tiax denote the minimum and maximum values of the dwell
time of each airborne node, and Wy and )\y; denote the
waveform bandwidth set and pulse length set respectively.
Cpcrib k(1,1) and Cperip k(3,3) denote the first and third
elements on the diagonal of the matrix Cgcrip, k. respec-
tively. The Constraint C2 implies the limitation of platfor-
m maneuverability, which means that the heading angle is
constrained by ¢, r—1 and @m.. It should be noted that,
as shown in Constraint C5, the waveform bandwidth W), j
and pulse length A, ; can be properly selected from the pre-
determined sets, that is, Wyt = {W1k, Wa ks -+ s Wiy & 1
Aset = { M ks A2k, o+, AN, K}, Where Ny and N represent
the corresponding cardinal numbers of those two sets. As such,
the transmit waveform pair can be obtained in the library
Q2 {Wik Ak), Wor, A)s s (Wi s ANy k) |-

Remark 3: For multiple targets tracking application, the pro-
posed JRO-MDRM scheme is able to be transformed to sever-
al sub-problems of single target tracking by introducing new
criteria functions, such as the scaled accuracy-based objective
function in [20][28]. In this scenario, the resulting sub-prob-
lems can be resolved independently by the iterative four-step
solution technique. Therefore, it should be pointed out that the
JRO-MDRM algorithm can directly be extended to the multi-
target tracking case, which will be investigated in the potential
future work.

(19)

IV. PROBLEM SOLUTION

It has been mentioned before that the formulated optimiza-
tion problem in (18) involves six adaptable parameters, that
is, kinematic velocity v, heading angle ¢, transmit power
P, dwell time Ty, waveform bandwidth Wy, and pulse
length A;. One can notice that the developed JRO-MDRM
scheme is a non-linear and non-convex optimization model,
and the corresponding variables are coupled in both criterion
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functions, which are generally intractable and cannot be dealt
with directly by using the existing optimization methods [29].
In such a case, an iterative and efficient four-step solution
approach, which incorporates PSO and cyclic minimization
techniques, is proposed to obtain the suboptimal solutions to
the above problem.

A. Four-Step Solution Technique

1) Problem Reformulation:

By introducing two weights w; and ws for the two criterion
functions, the bi-objective optimization problem in (18) can be
reformulated as:

Vkﬁqbk’PhiI’l,irr:kﬁwk’)\kw1 ‘F(vi, &r, Piks Tans Wi, Ak)
+ w2 - P (Vi &k, Poks Tak),
s.t.. C1—Cb.

(20)
where w; and wy represent the weights for target tracking
accuracy and LPI performance, respectively. The parameters
wy and wy are set based on different preferences for target
tracking and LPI performance, respectively. If the target track-
ing performance is preferred, the weight w; can be set as a
larger value, and vice versa.

On the other side, since the multiple airborne nodes work
independently of each other, the optimization model in (20)
can equivalently be converted to the following form:

min
Vi, @k, Pk, Ta e, Wi, Ak
+ w2 - Pk (Vn,ks Grkes Ponokes Tan k)
s.t. C1—C5.

wy - F(Vk? ¢]€7 Pt,ka Td,k) Wk:7 Ak)

21

2) Flight Route Optimization:

According to [2][9][19][25], in order to solve the NP-hard
problem, an intuitive and reasonable solution is to partition
the route optimization and illumination resource scheduling.
Thus, onr the predqﬁned transmi} parameters, i.e., Vi = Vi,
Ok = @i, P = Pop, Tap = Tap, Wi = Wy, and A =
Ak, the optimization problem in (21) can further be given by:

min wy - F(vi, or, Por, Tag, Wi, Ag)

Vi, Pk
+ wo ‘pl,n,k(vn,ka¢n,ka-Pt,n,vad,n,k)7 (22)
s.t.. C1,C2.

It is widely known that the brute force search method
or the exhaustive search technique can be utilized to solve
the optimization model in (22). However, the above two
algorithms need an exponential computational complexity. In
the current work, we turn to the means of PSO for solving the
problem of route optimization. It is well-known that the PSO
technique has been widely used in engineering practice due to
its quick convergence and easy implementation [30]. During
the iteration procedure, each particle, which represents a single
solution, adjusts its own position and velocity according to its
best previous search experience and the best experience of

other neighbors. The velocity and position of the g-th particle
can be updated as follows:

Vit = v e (PP - Y

+ Coro Pél) — Yél)) y
_ Yél) + Vt(1l+1)7

(23)
Y((Jzﬂ)

where V((JH_U and Yt(llH) represent the velocity and position
of the g¢-th particle at iteration [, respectively. ( represents
the inertia weight, and c¢; and ¢, represent two non-negative
constants, which are referred to as acceleration factors. 7
and ro represent the uniformly distributed random numbers
between 0 and 1, and [ represents the iteration index. Pél)
denotes the best solution that the g-th particle has achieved
until the [-th iteration, and Pgl) denotes the best solution
acquired in the whole population at the [-th iteration.

In problem (22), our main objective is to minimize the
target tracking error and probability of intercept at the same
time by adaptively optimizing the kinematic velocity and
heading angle of each airborne node. Intuitively, these motion
parameters are mapped to the positions of the particles. Then,
the criterion function shown in (22) is employed as the fitness
function f (Yél)) for the problem of flight route optimization.
In the end, all the particles are able to converge to the global
optimal points through iterative computation and interaction
with each other [30]. The detailed steps are summarized in
Algorithm 1, according to which we can obtain the best flight
route subject to the given kinematic limitations.

Algorithm 1: The General Steps of the PSO Algorithm
for Flight Route Optimization

Input: Initialize () particles with position Y((IO) and

velocity Vflo) satisfying the constraint in (22), the
inertia weight (, the acceleration factors c; and
c9, the random numbers r; and 79, the iteration
index [, and the maximum iteration number L ,y.
Output: The global optimal solutions.
1 repeat

2 Calculate the fitness function for Ygl);
3| it f YS,”) < PY then
| P Y
5 end
6 | iff YS,”) <P then
| P Y
end
Update the velocity and position of each particle by
using Equation (23);
10 until [ > L, or convergence;
1 Output the final solutions.

-

2) Multi-Dimensional Transmit Resource Management:

After the feasible kinematic velocity and heading angle
results of each airborne node, that is, 9, and gz@n,k, are
obtained, the relevant variables can be removed from the
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1. Kinematic velocity results
3. Transmit power results

2. Heading angle results
4. Dwell time results

5. Waveform bandwidth results 6. Pulse length results
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Fig. 1. The sketch map of the JRO-MDRM scheme.
optimization problem (21). Subsequently, we get the following TABLE I
problem as: SIMULATION PARAMETERS
X min wy - F(Vg, dr, Peg, Tax, Wi, Ag) Symbol Value Symbol Value
Vis @k Pk Ta ke, Wi, A
i@k Pu Ta e, Wi A Gin(¥n)  36dB  Grn(Vn) 35 dB
+ wo - pI,n,k(Un,ka ¢n,k7 Pt,n,k; Td,nJc); gl 4%)0513 C;l‘l’ 2 gg
. 1 z 1
s.t.. C3—Ch. Grp 16.5 dB F; 3 dB
(24) B: 1 MHz fe 12 GHz
Similar to the optimization problem in (22), the PSO p;a 10—8 Dmax 15°
algorithm can also be adopted to tackle the problem of }’Dmin 0.1 km/s ;max 0.4 15\171\/]/ s
multi-dimensional resource management in (24), where the min o 4 _— > s
. . . . . . T 5x107% s Thnax 25 x 1074 s
difference is that the illumination power, dwell time, waveform
bandwidth, and pulse length of each airborne radar are mapped
to the positions of the particles.
TABLE II

4) Cyclic Iteration: Record the route optimization and multi-
dimensional resource management results and the correspond-
ing value of the criterion functions at each iterative step.
Subsequently, Step 2) and Step 3) are calculated repeatedly,
and the iteration stops when the difference in the obtained
value of objective function between one iteration and another
is much smaller than a given value. Ultimately, record the
smaller value of the criterion function in (21) as the final result,
while the corresponding flight route and transmit resource
results are regarded as the final optimization results.

B. Closed-Loop Framework for the JRO-MDRM Scheme

In conclusion, the developed JRO-MDRM strategy exploits
the feedback information in the target tracking cycle to perfor-
m the joint optimization in airborne radar network system. In
this scenario, owing to the non-linearity of the measurement
model, we utilize the interacting multiple model-extended
Kalman filtering (IMM-EKF) approach to acquire the accurate
target state estimate at each tracking frame. Then, the predicted
BCRLB for target tracking is adopted to implement the JRO-
MDRM algorithm. Finally, the flight route optimization and
multi-dimensional transmit resource management results are
sent back to design the probing strategy at the next frame,
accomplishing the enhancements of target tracking accuracy
and LPI performance in the meantime. The sketch map of
the JRO-MDRM strategy for airborne radar network in target
tracking is illustrated in Fig. 1.

THE DESCRIPTION OF TARGET STATE

Time slots Target motion

1 —30s Constant velocity
31 — 50s Right turn(w = 3rad)
51 — 80s Constant velocity

V. NUMERICAL RESULTS

In this section, we demonstrate the performance of the
proposed JRO-MDRM scheme via several numerical simu-
lations. The airborne radar network system with N = 4
spatially diverse airborne radar nodes is taken into account.
The waveform library €) consists of 25 waveform types with
Aset = [1,3,5,7,9]us and W = [0.1,0.3,0.5,0.7,0.9]MHz.
The revisit interval between two successive tracking frames is
set to be AT = 1 s, and the total number of tracking frames is
Tiot = 80. The initial position and velocity of the target are set
to be [60, 80] km and [150, 260] m/s, respectively. The search
time of the hostile passive intercept receiver is 71 = 2 s. In the
PSO method, we set Q@ =20, ( =1, ¢; = 0.8, co = 0.8, and
Linax = 50. The other simulation parameters are summarized
in TABLE 1. In addition, the detailed description of the target
state is given in TABLE II, while the initial states of multiple
airborne radar nodes can be found in TABLE III.
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TABLE III

THE DESCRIPTION OF AIRBORNE RADAR NETWORK

Index Initial Position  Initial Velocity  Initial Heading Angle
1 [110,0] km 0.4 km/s 0°
2 [50, —20] km 0.4 km/s 90°
3 [—20, 70] km 0.4 km/s 0°
4 [0,150] km 0.4 km/s 90°

Fig. 2. The second target RCS
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Fig. 3. The simulated tracking scenario in Experiment 1.
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Fig. 4. Kinematic velocity optimization results of the JRO-MDRM scheme
in Experiment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
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Fig. 5. Heading angle optimization results of the JRO-MDRM scheme in
Experiment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.
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Fig. 6. Transmit power optimization results of the JRO-MDRM scheme in
Experiment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.
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Dwell time optimization results of the JRO-MDRM scheme in

Experiment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.
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Fig. 8. Waveform bandwidth selection results of the JRO-MDRM scheme
in Experiment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
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Fig. 9. Pulse length selection results of the JRO-MDRM scheme in Experi-
ment 1: (a) Airborne radar node 1; (b) Airborne radar node 2; (¢) Airborne
radar node 3; (d) Airborne radar node 4.

A. Experiment 1: Target RCS Model 1

In this paper, in order to better examine the effect of the
target reflectivity on the joint optimization results, we consider
two different target radar cross section (RCS) models. In the
first model, it is assumed that the target reflectivity is uniform
and its RCS is set to be o, = 3m?. While in the second one,
the target reflectivities with respect to different airborne radar
nodes are illustrated in Fig. 2, respectively. It should be men-
tioned that the target reflectivity is assumed to obey normal
distribution in the second RCS model, as depicted in Fig. 2,
whereas our developed JRO-MDRM algorithm is applicable
to different target RCS fluctuation models.

Fig. 3 depicts the simulated target tracking scenario in Ex-
periment 1, where the thick solid red lines show the optimized
routes of multiple airborne radar nodes. The optimization
results of kinematic velocity and heading angle of different
airborne nodes are illustrated in Fig. 4 and Fig. 5, respectively.
One can observe that the constraints of kinematic velocity and
heading angle of each airborne node make the planned route
smooth.

The transmit power and dwell time optimization results of
the proposed JRO-MDRM scheme are respectively illustrat-
ed in Fig. 6 and Fig. 7, and the corresponding waveform

75

I Proposed

EERO-FMDRM

Fig. 10. Target tracking performance comparison in terms of the ARMSE by
exploiting various approaches in Experiment 1.
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Fig. 11. LPI performance comparison in terms of the averaged probability
of intercept by exploiting various approaches in Experiment 1.

bandwidth and pulse length selection results are shown in
Fig. 8 and Fig. 9 respectively, which is obtained from a
single Monte-Carlo simulation run. In Fig. 7, we can see
that either the maximum value of dwell time or its minimum
value is assigned to reduce the achievable probability of
intercept of each airborne radar node, according to the target
dynamic state in the tracking process. On the other hand, the
illumination power of each airborne node is shown in Fig. 6,
which is adaptively designed to minimize the metric for LPI
performance of airborne radar network system.

Also, in Fig. 8 and Fig. 9, the waveform bandwidth and
pulse length of each airborne radar node are adaptively chosen
from the predefined parameter sets. As mentioned before,
for each airborne node, there exists a relationship between
transmit waveform parameters, that is, waveform bandwidth
and pulse length, and target tracking BCRLB. Thus, combined
with the obtained values of probing power and dwell time, the
waveform bandwidth and pulse length are selected adaptively
to optimize the target tracking accuracy by minimizing the
criterion function in Equation (20), which are the artifacts of
the joint optimization.

Moreover, in order to further disclose the advantages of
the proposed JRO-MDRM scheme in terms of target tracking
accuracy and LPI performance, its averaged root mean square
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error (ARMSE) and the averaged probability of intercept are
compared with those of the following four baseline methods
in Fig. 10 and Fig. 11, respectively, which is conducted over
150 Monte-Carlo trials:

o Fixed route and optimal multi-dimensional resource man-
agement (FR-OMDRM): The multi-dimensional illumi-
nation resource management of each airborne radar node
is implemented by solving the optimization model (PO0),
whereas the corresponding kinematic velocity and head-
ing angle are fixed to be their initial values, respectively.

« Joint route and transmit resource parameter optimization
(JR-TRPO): The kinematic velocity, heading angle, trans-
mit power, and dwell time of each airborne radar node
are optimally designed by solving the optimization model
(PO), while the waveform bandwidth and pulse length
are fixed to be 0.5MHz and 5us, respectively.

« Joint route optimization and waveform selection (JRO-
WS): The kinematic velocity, heading angle, waveform
bandwidth, and pulse length of each airborne radar node
are jointly optimized by solving the optimization model
(PO0), while the transmit power and dwell time are fixed
to be 5kW and 5 x 10~%s, respectively.

« Route optimization and fixed multi-dimensional resource
management (RO-FMDRM): The route planning of each
airborne node is optimized by adopting the PSO algo-
rithm, whereas the multi-dimensional transmit resource
parameters are set to be fixed, that is, the transmit
power and dwell time are set to be 8OW and 5 x 10~ %s
respectively, and the waveform parameters are set as
W = 0.5MHz and )\ = 5us respectively.

The tracking ARMSE at each tracking frame k is defined
at the top of the next page, where M. denotes the total
number of Monte-Carlo trials, and [Z,, x|k, Jm. k(x| denotes the
position estimate of the target at the m-th trial. The averaged
probability of intercept of the airborne radar network can be
calculated as:

q—vl(\l

pi?l; (Vka ()bkv Pt,ka Td,k) £ Zp}?ltﬂ (Vk’ d)k’ Pl’k7 Td"k)’ (63)
k=1

From the above figures, it is apparent that the JRO-MDRM
algorithm exhibits the lowest values of ARMSE and averaged
probability of intercept when compared with other baselines.
The reason is that the proposed JRO-MDRM scheme is
capable of collaboratively coordinating the kinematic veloc-
ity, heading angle, transmit power, dwell time, waveform
bandwidth, and pulse length of each airborne radar node to
minimize the dual-objective function in optimization problem
(PO). Therefore, it can be concluded that the JRO-MDRM
scheme can not only reduce the target tracking error, but
also enhance the LPI performance of airborne radar network,
verifying its superiorities over other existing baselines.

B. Experiment 2: Target RCS Model 2

In this subsection, we expand the simulation to analyze
the impact of the target reflectivity on the joint optimization
results. For simplicity, it is supposed that the true RCS
value of the target for the next time index is known as
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Fig. 12. The simulated tracking scenario in Experiment 2.
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Fig. 13. Kinematic velocity optimization results of the JRO-MDRM scheme
in Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.

prior knowledge to each airborne radar node. The simulated
target tracking scenario in Experiment 2 is shown in Fig. 12,
where the optimized kinematic velocity and heading angle
of multiple airborne nodes are depicted in Fig. 13 and Fig.
14, respectively. Besides, the corresponding multi-dimensional
illumination resource optimization results of each airborne
radar node are given in Figures 15-18, which can help us have
a deep understanding of the JRO-MDRM strategy. From the
above figures, it is obvious that the change of target reflectivity
will definitely have significant influence on the route planning
and transmit resource management results of airborne radar
network system.

Fig. 19 and Fig. 20 compare the achievable ARMSE and
averaged probability of intercept of the proposed JRO-MDRM
scheme with the other four baseline methods in Experiment
2, respectively. According to these two figures, it can be seen
that our developed scheme is able to make better utilization
of the available transmit resources of the overall system, and
thus can acquire the best target tracking accuracy and LPI
performance.

VI. CONCLUDING REMARKS

This paper put forwards a strategy to minimize the target
tracking error and the probability of intercept of airborne
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Fig. 14. Heading angle optimization results of the JRO-MDRM scheme in
Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)

Fig. 17. Waveform bandwidth selection results of the JRO-MDRM scheme
in Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)

Airborne radar node 3; (d) Airborne radar node 4.

b
— 0.1 @ — 0.1 ®
z z
== =
=0.08 =
B :
2 0.06 2005
Zoos g
=1 =1
= £
= 0.02 = 0
20 40 60 80 20 40 60 80
Time [s] Time [s]
c d
e © @
z
=3
54
g
i=%
k)
£2 X: 20
§ Y:0.07251
=0
20 40 60 80 20 40 60 80
Time [s] Time [s]

Airborne radar node 3; (d) Airborne radar node 4.

2 b
9 a 9 ()
7 7 H
=5 =5
=< ~<
3 3
1 e 1 Sl s
20 40 60 80 20 40 60 80
Time [s] Time [s]
c d
9 (¢ 9 ’-‘
7 7
=5 =5
=< <
3 3
1 L——A oo tmd o 1 -
20 40 60 80 20 40 60 80
Time [s] Time [s]

Fig. 15. Transmit power optimization results of the JRO-MDRM scheme
in Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)

Airborne radar node 3; (d) Airborne radar node 4.
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Fig. 16. Dwell time optimization results of the JRO-MDRM scheme in
Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.

Fig. 18. Waveform pulse length selection results of the JRO-MDRM scheme
in Experiment 2: (a) Airborne radar node 1; (b) Airborne radar node 2; (c)
Airborne radar node 3; (d) Airborne radar node 4.
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exploiting various approaches in Experiment 2.



IEEE SYSTEMS JOURNAL, VOL. , NO. , JUNE

[ Proposed
[ FR-OMDRM

[ RO-FMDRM

Avceraged o [10

021

Fig. 20. LPI performance comparison in terms of the averaged probability
of intercept by exploiting various approaches in Experiment 2.

radar network by cooperatively optimizing the flight route,
illumination power, dwell time, waveform bandwidth, and
pulse length of each node, while meeting the kinematic limita-
tions and certain system resource constraints. The joint design
is established as a non-linear and non-convex optimization
problem. Since the several adaptable variables are coupled in
both criterion functions, it is difficult to handle. Subsequently,
an iterative algorithm based on PSO and cyclic minimization
techniques is developed to achieve the suboptimal solutions
with a much lower computational complexity. Numerical re-
sults are illustrated to demonstrate that our proposed scheme
outperforms the other baseline algorithms. Future research
will extend the JRO-MDRM strategy to much more practical
scenarios, such as, multi-target tracking scenario, cluttered
background, and so forth, and validate the correctiveness of
the developed scheme with real data.
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