arXiv:2103.17162v2 [eess.IV] 25 Aug 2021

RIS-Assisted UAV for Timely Data Collection in
IoT Networks

Ahmed Al-Hilo*, Moataz Samir*, Mohamed Elhattab*, Chadi Assi*, and Sanaa Sharafeddine’
*Concordia University, TLebanese American University

Abstract—Intelligent Transportation Systems (ITS) are thriv-
ing thanks to a wide range of technological advances, namely 5G
communications, Internet of Things, artificial intelligence and
edge computing. Central to this is the wide deployment of smart
sensing devices and accordingly the large amount of harvested
information to be processed for timely decision making. Robust
network access is, hence, essential for offloading the collected
data before a set deadline, beyond which the data loses its value.
In environments where direct communication can be impaired
by, for instance, blockages such as in urban cities, unmanned
aerial vehicles (UAVs) can be considered as an alternative for
providing and enhancing connectivity, particularly when IoT
devices (IoTD) are constrained with their resources. Moreover,
to conserve energy, IoTDs are assumed to alternate between
their active and passive modes. This paper, therefore, considers
a time-constrained data gathering problem from a network of
sensing devices and with assistance from a UAV. A Reconfigurable
Intelligent Surface (RIS) is deployed to further help improve
the connectivity and energy efficiency of the UAV, particularly
when the multiple devices are served concurrently and experience
different channel impairments. This integrated problem brings
challenges related to the configuration of the phase shift elements
of the RIS, the scheduling of IoTDs transmissions as well as
the trajectory of the UAV. First, the problem is formulated with
the objective of maximizing the total number of served devices
each during its activation period. Owing to its complexity and
the incomplete knowledge about the environment, we leverage
deep reinforcement learning in our solution; the UAV trajectory
planning is modeled as a Markov Decision Process (MDP), and
Proximal Policy Optimization (PPO) is invoked to solve it. Next,
the RIS configuration is then handled via Block Coordinate
Descent (BCD). Finally, extensive simulations are conducted to
demonstrate the efficiency of our solution approach that, in many
cases, outperforms other methods by more than 50%. We also
show that integrating a RIS with a UAV in IoT networks can
notably improve the UAV energy efficiency (For example, UAV
energy efficiency is increased by S times when using a RIS of
100 elements).

Keywords— 10T Networks, Reconfigurable Intelligent Sur-
face, Deep Reinforcement Learning, Energy Efficiency.

I. INTRODUCTION

Future networks are expected to render services for a
multitude of applications with heterogeneous requirements in
terms of ultra low latency, high reliability, ultra high bandwidth
and massive device connectivity. Applications ranging from
Internet of Things for smart cities, intelligent transportation
and industrial processes to other consumer- and entertainment-
centric services such as virtual and augmented reality (VR/AR)
as well as holographic tele-presence, are emerging at a fast
pace and accelerating the development of revolutionary tech-
nologies to meet such stringent requirements. According to a

recent study by Ericsson, the number of IoT devices (IoTD)
will grow consistently by 27% over the coming years with
more than 4 billion cellular IoT connections expected in
2024 [1]]. IoTDs are, and will continue to be, embedded in
every aspect of our world ranging from home appliances,
street sensors and cameras to humans’ bodies and connected
vehicles. The Internet of Things paradigm notably contributes
to realize intelligent transportation systems (ITS) and will
play a major role in enabling future ITS services, such as
fully, or semi, automated driving. To enable such services, the
ITS applications will rely on harvesting sensing information
from sensors and other IoT devices embedded along roads and
on-board vehicles, as well as pedestrians. Such information
will be offloaded to cloud applications running at the network
edge for analytics and decision making. One impediment for
this architecture is, however, the limited energy resources
of sensors and IoTDs, which makes their connection to the
network a bottleneck [2]. Ideally, high bandwidth connections
are needed to transfer the sensory data (e.g., videos, images,
etc.) at a high rate. One solution is to deploy a large number of
small cells (ultra densification in the context of 5G), which are
interconnected through backhaul links to a base station hosting
the edge servers. This solution may not be cost efficient
however.

Owing to their flexibility and ease of deployability, UAVs
have been proposed by cellular operators to provide network
extension for enhanced coverage, network connectivity during
outages and on demand service during peak loads [3]]. UAVs
are commonly proposed to also supplement IoT networks
[4], [5]. UAVs can communicate with a large number of
IoT devices by adjusting their location to establish improved
communication links. UAVs have been used particularly in
the context of transportation systems to provide connectivity
to ground vehicles [[6] as well as to support IoT networks,
e.g., to collect data [7] or enhance their transmissions [§]].
More specifically, in [7]], the authors studied the problem of
optimizing the trajectory of a UAV to collect data in a timely
manner. Given the disperse deployment of the IoT devices,
the UAV may not be able to assist all such devices from
one particular location, especially when devices are deployed
in an urban environment where a direct line of sight is not
always available. Recently, the concept of programming the
propagation environment has emerged due to recent advances
in meta surface materials [9]. The idea behind this concept is
to establish an indirect channel of communication between a
pair of nodes when the direct channel is impaired by blockages
and weak LoS. Reconfigurable Intelligent Surfaces (RIS) are



Fig. 1: System Model.

such techniques and have been considered as a revolutionary
technology which will advance the coverage of networks,
in presence of blockages and impairments [9]-[11]. They
are passive, cost effective and energy neutral, unlike their
counterparts active relaying. We, in this paper, promote the
integration between UAVs and terrestrial RIS elements and
study the problem of collecting data from ground IoT devices
(See Fig. [T). Although a UAV can sometimes establish LoS
while flying at a high altitude, it is not always the case
especially when considering concurrent communications with
multiple terrestrial nodes (e.g. IoT devices) [3]]. Therefore,
integrating RIS with UAV improves the quality of wireless
channels and enhances UAV energy efficiency as will be shown
in the numerical results. In this paper, we consider a UAV is
deployed and its location is adapted to collect sensory data
from active devices. Devices are assumed, to conserve energy,
to switch between active and passive modes. Devices, for the
purpose of facilitating some critical ITS services, are scattered
and when a device is active it has sampled an information
from a signal that it needs to send to the edge application.
As mentioned, a UAV does not have a continuous LoS with
all devices, and therefore, while it is in direct communication
with some devices, other sensors may reach the UAV through
an indirect path enabled by the RIS. We seek to concurrently
optimize the RIS phase shift for its elements, the scheduling
of IoT transmissions as well as the trajectory of the UAV.
Owing to the high complexity of the problem, we propose
a solution based on Deep Reinforcement Learning (DRL) to
cope with these challenges. DRL has been utilized in similar
problems and showed to be both effective and efficient. Addi-
tionally, we suggest Block Coordinate Descent (BCD) to solve
for the RIS phase-shift configuration. Indeed, serving IoTDs
using UAV assisted by RIS, to the best of our knowledge,

has never been investigated before. The contributions of this
article can therefore be summarized as follows:

o A UAV assisted with a RIS is leveraged to provide timely
data gathering services from [oTDs. The UAV trajectory
is optimized jointly with resource scheduling and RIS
element configuration. This framework is formulated as
an optimization problem aiming at maximizing two ob-
jectives; the total number of served IoTDs, and the UAV
energy efficiency.

e Due to the high complexity of the formulated problem,
which is a mixed-integer non-convex problem as well as
the presence of unknown parameters (activation time of
I0TDs), the formulated optimization problem is challeng-
ing and cannot be directly solved. In order to address this
issue, we decompose the original optimization problem
into two sub-problems. The first one is to determine the
UAV mobility as well as IoTD scheduling. The second
sub-problem, and with given UAV position and scheduled
indices for the IoTDs, the passive beamforming problem,
phase-shift matrix of the RIS, is solved.

e The first sub-problem is converted to Markov Deci-
sion Process (MDP) while tackling the massive action
space incurred by UAV mobility in 2D space and IoTD
scheduling. In addition, the state space is also defined to
consider the UAV positioning and [oTDs’ status while
satisfying the Markov condition. After that, an agent
based on proximal policy optimization (PPO) is devel-
oped to solve the MDP. Next, the second problem is
solved via Block Coordinate Descent (BCD) where a low
complexity method is designed to tune the RIS phase-
shift to maximize the total transmission rate for all the
IoTDs being served for each transmission.

o Finally, we carry out extensive simulation experiments
to analyze the performance of our proposed solution in
comparison with four baseline approaches. Furthermore,
a study on the impact of RIS presence and size on the
UAV energy efficiency is also conducted.

The organization of the rest of this paper is as follows.
Section [[I reviews the literature while showing the novel con-
tributions of this article. Section [[TI] lays out the system model
and presents our objective function. Section [[V] describes the
solution approach which is based on DRL and BCD. Section
studies the performance of the solution approach and signals
out our observations. Finally, Section wraps up the paper
and provides some directions for future work.

Notations: Vectors are denoted by bold-face italic letters.
diag(x) denotes a diagonal matrix whose diagonal element is
the corresponding element in xz. CM*N denotes a complex
matrix of M x N. For any matrix M, M H and MT denote
its conjugate transpose and transpose, respectively. Pr(A | B)
denotes the probability of event A given event B.

II. LITERATURE REVIEW

Serving IoTDs has been studied widely in the literature.
However, there are still gaps in terms of introducing RIS-
empowered UAV communications to support IoT networks.
In this section, we present some relevant publications in the



area of data collection using UAVs, specifically for IoTDs, and
RIS employment in wireless communication.

A. UAVs for Data Collection

In the literature, UAVs have been proposed to assist wire-
less communication for various purposes. The work of [[12]]
suggests a framework for UAVs that provides UAV trajectory
planning and resource allocation while considering the security
aspects in the presence of eavesdroppers. [[13] presents a
formation of a number of UAVs that can collaborate to enhance
the the service for a machine. The authors of [14] suggest
federated learning to control multiple UAVs with reduced
overhead. In [[7], the trajectory of UAVs and their resources
are jointly optimized to serve time-constrained IoTD. In [[15]],
the authors propose UAV assisted IoTDs by optimizing their
data freshness also known as Age of Information or Aol. Using
DRL, the altitude of the UAV is changed to maintain a balance
between the communication links of BS-UAV and [oTD-UAV.
The authors of [|16] presents a UAV-based system where UAVs
act as edge servers to offer computational resources for the
IoTDs. The number of UAVs and their position in 3D space
along with IoTD task allocation decisions are optimized jointly
to provide service for the IoTD within a limited latency. In
[17], an energy-constrained UAV is proposed to aid cellular
communication by uploading data from base stations. To
this end, the problem is formulated with the objective to
maximize transmission throughput while considering resource
scheduling, UAV trajectory, and energy budget. The authors in
[18]] develop a framework that makes the UAV able to offload
computational tasks received from [oTDs and others to a
nearby facility. This work also addresses the problem of highly
complex communication topology in urban environment and
solves the concerned problem using DRL. The authors of [|[19]
build a system model to collect [oTDs information using UAVs
where the energy consumption of the IoTDs is minimized.
This work also accounts for UAV 3D placement, resource
allocation, wireless interference, and UAV altitude. In [20],
a UAV is deployed to supply energy for ground nodes and
optimizing the minimum energy provided. To do so, the
trajectory of the UAV is optimized in 1D and the optimal
solution is calculated.

B. RIS-aided Wireless Communication

Reflecting surfaces have gained momentum nowadays
among the research communities owing to their notable ben-
efits they bring to wireless communication systems. In [21],
the authors propose a relay UAV assisted by an RIS to receive
signals from ground users. The RIS helps to improve the
coverage and the overall performance of the network. The
work of [22] discusses various scenarios for UAV integrated
by RIS to improve wireless communications including data
collection taking into account sensor nodes’ transmit power.
The authors of [23]] develop a framework of UAV assisted by
RIS using Non-orthogonal multiple access (NOMA) technique
to enhance spectrum efficiency. To achieve this, the optimiza-
tion problem is formulated to do UAV trajectory planning,
resource allocation as well as RIS element configuration. Then,

DRL is employed to solve the problem. The authors in [24]]
consider frequency division multiple access for UAV assisted
by RIS to optimize the max-sum rate. To do so, the UAV
trajectory, RIS phase-shift, and resource allocation are jointly
optimized while considering different quality-of-service for
users. In [25], a relaying framework for RIS integrated with
UAV is investigated where spectral and energy efficiency is
sought. Different modes are studied starting with UAV only
and end up with UAV-RIS. The problem is formulated where
RIS number of elements and UAV altitude are optimized.
In [26], the authors studied resource allocation of RIS-aided
vehicular communications where they aim to maximize vehicle
to base station link quality while guaranteeing vehicle to
vehicle communications. The authors of [27] provide analysis
for outage probability in RIS-enabled vehicular networks. This
paper derives an expression of outage probability showing
that RIS can reduce the outage probability for vehicles in its
vicinity. The analysis also proves that higher density roads
increase outage probability since passing vehicles can block
the communication links. In [28]], the authors propose RIS-
aided vehicular networks while considering two scenarios to
estimate the channels. The first one is by assuming fixed
channel estimation within a coherence time. While the second
one neglects the small scale fading based on the fact that
vehicular positions can be realised in advance. [29] considers
constraint discrete phase-shift RIS with two challenges; chan-
nel estimation and passive beamforming. The work in [30]
proposes a UAV supported by a RIS to prepare a platform
for terahertz communications. To this end, UAV’s trajectory,
RIS phase-shift, resource allocation, and power control are
jointly optimized. However, since the environment contains no
uncertainties, the problem is solved using iterative algorithm,
namely successive convex approximation.

The works presented above consider various applications
and scenarios for UAVs and RIS deployment. However, to the
best of our knowledge, no work in the literature accounted for
UAV trajectory planning in 2D space with the support of a
discrete RIS to collect data generated by IoTDs with a target
deadline.

III. SYSTEM MODEL

We consider 1oTDs scattered in an urban environment to
collect data essential for one or more of emerging smart cities
services. The device alternates between an active and passive
activation mode to conserve energy and has a period during
which its information should be collected before it becomes
stale and bear no value [[0]. Each device location is denoted
by (x;,yi, 2z;). A UAV is dispatched to gather data from these
devices and has a fixed altitude zy;. The UAV can move in two
dimensions z7;,y7;. In order to enhance the communication
between the IoTDs and UAV, a RIS equipped with M reflect-
ing elements is placed at (g, yr, 2r) as demonstrated in Fig.
[I] The list of parameters and variables used is shown in Table
In this section, two objectives are developed. The first one
accounts for maximizing the number of IoT devices served.
The second objective optimizes the UAV energy efficiency.



TABLE I: Mathematical notations

Parameters
I A set of IoTDs existing in the area.
N Time horizon.
(. yp, zu) | UAV coordinates at time slots n.
(zRr,Yr,zr) | RIS coordinates.
(T4, iy 2:) I0TD 4 coordinates.

Z; Size of data transmitted by device <.

o? thermal noise power.

p The mean path gain at reference distance
= Im.

@ Path loss exponent.

P Transmission power.

K Rician factor.

or Decision variable for wireless scheduling.

T; Active period starting time of [oTD i.

F; Active period ending time (deadline) of
IoTD .

C Number of UAV wireless channels

b Number of control bits for the RIS ele-
ments.

Q Number of RIS phase-shift patterns

Pru Angle of arrival at RIS from UAV at time
slot n.
PR, Angle of arrival between the RIS and

[0oTD .

Q Set of available phase shift values for the
RIS elements.

¢ Separation value between RIS elements.

A Carrier wave length.

w; Service indicator equals to 1 is IoTD ¢
served and O otherwise.

re signal-to-noise-ration for IoTD ¢ at time
slot n.

A. IoT Activation

IoTDs are battery-powered, hence, they are energy con-
strained [31]. Consequently, IoTDs tend to be power-
conservative by adopting two operational modes; sleep and
active [32]. The duration and frequency of sleep and active
modes depend on the applications, for instance, measuring
soil humidity occurs once every hours [33]] while transmitting
autonomous vehicles information happens in a much faster
pace to keep the traffic smooth and safe. Other applications
may require more frequent patterns of activation. In addition,
according to [34], [35]], the randomness of IoT device activa-
tion pattern can be modeled using a uniform distribution.

B. Communication Model

In this section, we present the channel model, the signal-
to-noise-ratio (SNR), and the achievable data rate analysis.
In our model, we assume that the IoTDs transmit their data
to the UAV in the uplink using frequency division multiple
access (FDMA). We denote the total number of available radio

resources as C. In addition, the channel model between the
IoTDs and the UAV which is referred to as “direct link” and
cascaded channel model IoTDs-RIS-UAV which is referred to
as “indirect link”.

1) Direct Link: We assume a channel model for the UAV in
urban area where high-rise buildings and other objects appear
which could disturb the links between the UAV and IoTDs.
Thus, we assume that the link propagation is characterized
by both strong Line-of-Sight (LoS) and non Line-of-Sight
(NLoS). Here, S;_,;, € {LoS, NLoS} indicates the state of
the channel between the UAV and [oTD : at time slot n. The
probability of having LoS link adopted in this paper is similar
to [3]. Then, we can find the probability of channel states
between the UAV and IoTD .

1
1+ nelm0p=—m))’ (1)
Viel" n,

Pr(St_,; =LoS) =

where 71 and 7y are constant parameters of the environment.
o7, =

U—i

z .
— arctan(—= U ) is the angle degree between
T n

IoTD 7 and the UAV at grﬁé slot n. MAeanWhile, zy denotes
the height of the UAV antenna and Dg;_,; is the horizon-
tal distance between [oTD ¢ and the UAV at time slot n.
Moreover, the probability of having NLoS can be obtained
from Pr(S}_,, = NLoS) = 1 — Pr(S};_,, =LoS). Next, the
channel gain for each IoTD ¢ at time slot n is computed as:

B — (Dg,i)_ﬂl Sp_; = LoS,
Ui BQ(Dg’i)_ﬁl otherwise,

2

where Dy, is the euclidean distance between the UAV and
I0TD 4 at time slot n; Dfy; = \/(Df_,;)? + 2{. 1 denotes
the path loss exponent and (3, is the attenuation factor for

NLoS. Thus hg;; can also be rewritten as:

Ui = Pr(Sg_,; = LOS)(D5,¢)7&+
(1= Pr(Sp_,; =LoS))B2(Dg,) ™" (3)

2) Indirect Link: We consider a uniform linear array (ULA)
RIS [36]. In addition, similar to the UAV, the RIS is assumed
to have a certain height, z;. The communication links between
the UAV and RIS and that between the RIS and IoTD 4 are
assumed to have a dominant line-of-sight (LoS). Thus, these
communication links experience small-scale fading which are
modeled as Rician fading with pure LoS components [37],
[38]. Consequently, the channel gain between the UAV and
RIS, hr v € CMx1_ can be formulated as follows.

n n _ K 7 n,LoS
hR,U =, /p(DR7U) a /71 JrKhR’UO , )
M

—_— ——

path loss Rician fading
where D’é,U is the Euclidean distance between
the RIS and UAV and can be computed from
V(g — 282+ (yr —y2)? + (2r — 20)%.  Also, p s

the average path loss power gain at reference distance
. . —~LoS,n .
Dy = 1m. Also, K is the Rician factor and hR(:Un is the



deterministic LoS component which can be defined as follows
T

—LoS,n _i2mpan _s2n _ n
hR,U — 1,6 ASY C¢’R,U’ vy € JE (M 1)C¢R,U
)
array response
Vn € N,
TR — Ty . . .
where ¢% ; = —=_"U js cosine of the angle of arrival of

Dn
signal from the RISRthAV. ( is the separation between RIS
elements and A is the carrier wavelength.

Similarly, we can compute the channel gain between the
RIS and IoTDs which is denoted by h; ; € CM*!.

K -
ki = \/P(DRr:)~ \/:h%,%os,w,n €N, (6
—— -

—_——

path loss Rician fading

zn LoS

T
h’R,i — ll’ej?<¢R,i7...7€j?(A{1)§¢R,i] ,

(7

array response
Vi,n € N,
where Dpg; is the euclidean distance between the RIS and
TR — T
I0TD i and ¢p; = ——

Denote the phase—shiﬁ’lmatrix of the RIS in the nth time
slot as ©" = diag{e’?" ..., e/%4}, where 0" is the phase-
shift of the mth reflecting element m = 1,2,, M. Due to
the hardware limitations, the phase-shift can only be selected
from a finite set of discrete values. Specifically, the set of
discrete values for each RIS reflecting element can be given
as 0 € Q = {0, %7”.’%(%71)}, where Q = 2% and b is
the number of bits that control the number of available phase-
shifts for the RIS elements. Hence, the SNR is:

n n,H n
n_ Plhg;; + hR,UG)nhR,i|2

(2 0,2

Vi,n €N, (8)

where P is the IoTD transmit power and H denotes the con-
jugate transpose operator. Next, we can compute the channel
gain component as in Eq ().

The amount of data collected from each IoTD at time slot
n can then be computed as follows.

where ¢ is a scheduling decision variable (1 if device 7 is
scheduled at time slot n and O otherwise).

C. UAV Service Rate

In this section, we seek to maximize the number of served
IoTs, each during its activation period subject to several
operational constraints.

I
PD) max w; (11a)
737U7?JU75 ;
N
s.t. S >wiZ, (11b)
n=1

0, €Q,Vne N,me M,

V@t =) + @t -y <V

(11c)

(11d)
0<zp <X, (11e)
0<yy <Y (11f)

I
Z(s;l < C,Vn € N., (11g)
i=1
-T;—-1 .
s <1+ ”T,vz el, (11h)
F; — .
o<1+ On,we[, (11i)
where O is a large number. In Eq (T1b), w; indicates whether
a IoTD data has been collected successfully (w; = 1) or
not (w; = 0), therefore, the objective aims at maximizing

the number of IoTDs admitted for service. Eq ensures
that phase shifts are set within their possible range. Eq (I1d)
does not allow the UAV to violate its maximum speed. Eq
and refrain the UAV from leaving the concerned
area. Eq (ITg) emphasizes that the number of IoTD scheduled
to transmit at each time slot does not violate the available
resources. Eq (ITh) and make sure that the ToTDs are
only scheduled to transmit their data during the active period.

The above problem is a mixed-integer non-convex owing
to the existence of integer and binary decision variables of
wireless scheduling and RIS discrete phase shift. Besides,
the UAV trajectory is non-convex [7]. Hence, the resulted
problem is difficult to solve or obtain its optimal solution in
polynomial time. Further, some environment parameters such
as IoTDs’ active periods are not given in real-world. In this
sense, dynamic programming and linear programming based
solutions are not suitable to solve such problems. Therefore,
we resort to DRL to tackle the problem where DRL has been
used widely to effectively solve similar problems. First, we
cast the original problem into two sub-problems. The first part
associates with UAV trajectory and IoTDs scheduling. This
part is formulated as MDP and then solved via PPO agent. The
output of the first part is then fed to the second sub-problem
to solve the RIS phase-shift configuration via iterative BCD.
The complete solution will be discussed next.

D. UAV Energy Efficiency

One of the main resource limitation of UAVs is the battery
capacity. Energy consumption of the UAV results from two
sides; namely, UAV mobility and wireless communication.
The first part, associated with UAV mobility, constitutes the
dominant share of energy consumed from the UAV battery.
Subsequently, in this section, we focus only on this part.

For this study, we use the metric of energy efficiency to
quantify the benefits of RIS in aiding the UAV. In short,
energy efficiency advocates for smaller energy consumption in
regards to perform higher. This can save device’s battery life
and improve energy consumption [39]. In the context of this
article, this translates to uploading more data while consuming
less energy and can be expressed as:
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(P2) max Liz1 5% (12a)
O, zy,yu,0 E(V)total

s.t. Constraints — ({11 (12b)

where F(V)iotq; represents the total energy consumption of
the UAV throughout its operational time. The mobility of the
UAV incurs energy and the amount consumed depends on the
velocity of the UAV [6], [40] as in Eq(T3).

Where ™ denotes UAV velocity at time slot n and My,
is the blade’s rotor speed, G and H are two constants which
depend on the dimensions of the blade and the UAV drag coef-
ficient, respectively, 7 is the air density, m; and g respectively
denote the mass of the UAV and the standard gravity, A is the
area of the UAV. The total energy consumption to cover a
distance d at a constant velocity UAV w can be computed as

EW)totar = [/ P(v)dt = P(y)@ as in [6].

Remark: This article considersythe UAV as a mobile data
collector to gather/process data generated by IoT devices in
a particular area and within a comparatively short period of
time. It is worth noting that there are significant investments
in UAVs to improve the UAVs’ battery performance to allow
them to fly for longer periods. For example, “Impossible US-
1”7, a UAV model, flies up to 70 minutes [41[]. Moreover,
”Scout B-330” can fly for around 180 minutes [42]]. In ad-
dition, there exists several techniques that can be leveraged to
maximize the flight endurance of the UAV [42]. For example,
solar panels can be mounted on the UAV and the battery is
used as a backup when the solar cells are unable to produce
enough power while flying under clouds or any zone where the
sunlight is blocked. Generally, there are several technologies
that can provide drones with very long flight endurance to
handle the energy limitations of most UAVs. Therefore, this
work concentrates primarily on maximizing the service offered
to IoT devices within a certain time horizon by optimizing its
trajectory, wireless scheduling and RIS configuration. There-
fore, (P1) will be our main objective to solve while the
impacts of RIS on the UAV energy efficiency, (P2), will also
be examined in the numerical results.

IV. SOLUTION APPROACH

A. UAV Mobility

First, the problem defined in the previous section is con-
verted to MDP by defining the 5-tuple (S, A,~, R, P) where:

e« S is a set of states, also known as state space, that
includes all the possible states s™ € S at any time slot
n.

o A s a set of possible actions, also known as action space,
that an agent can take at each time slot n which is denoted
by a”.

e 7 is the discount factor satisfying 0 < v < 1 and
it specifies how much the decision maker cares about
rewards in the distant future relative to those in the
immediate future.

e P is the transition probability of being in next state
given the current state and current action Pr(s"! |
s",a"),Vs"tl sn e S a" € A.

e R: Sx A — Ris areward function where r" =
r(s™,a",s" 1) denotes the single-step reward of the
system for transitioning from state s™ to state s"*! due
to action a”.

where the state, action, reward, are defined as follows:

o State S: The state at time slot n, s™
expressed by:

€ S, can be

s" =2ty XY, T F", U™, Z"]. (14)

Where the state s™ € S includes UAV position at time
slot n (zg;, y;7). Two variables X, Y denote the IoTDs’
locations. A vector T represents active period starting
time for all the IoTDs at time slot n. A vector F"
represents active period deadline for all the [oTDs at time
slot n. A vector U™ represents the total amounts of data
fetched from the IoTDs by time slot n. A vector Z"
represents the amount of data to be uploaded from all
the IoTDs at time slot n.

e Action A: The action taken at time slot n, a" € A
contains two sub-actions. First, af;, is the UAV trajectory
(zv, yu). Second, al, is the IoTD wireless scheduling. In
order to handle the first part of the action space which
is related to UAV mobility that is continuous for both
distance and direction of movement (angle) in 2-D space,
we discretize this part into 5 directions related to the
different actions that represent all kinds of movements
that the UAV can take (left, right, forward, backward,
stop). The second part of the action space determines the
[oTDs wireless scheduling. To do so, the agent has to
determine which IoTDs will be scheduled to transmit in
the current time slot, meaning, the agent has to select a
subset of size C' from I. However, not all the IoTDs can
transmit at each time slot since some of them are in sleep
mode or have already uploaded their data. The average
number of IoTD that are active in one time slot can
be determined from the activation pattern of the IoTDs,
which is chosen to be uniform in this work, and can be
expressed as IA/N where A represents the average active
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period length of the IoTDsﬂ Eventually, the total number
of actions available can be realised through:

(%)
cl(% _0)!

where 5 corresponds to the UAV trajectory and the second
part represents all the combinations of IoTDs that can be
scheduled to serve in one time slot.

o Reward: The immediate reward, r", is equal to the
number of IoTDs served if the respective data has been
completely uploaded to the UAV at time slot n. Other-
wise, r™ is set to 0.

5 x ; 15)

For DRL, we exploit PPO to develop our agent as laid out
in Algorithm |I} First, the agent initializes random sampling
policy and value function for the neural networks as in lines 3
and 4. Then, in each epoch, the agent observes the environment
which consists of the set of IoTDs and their information, active
periods, data uploaded, etc. Then at each time slot n, the
agent decides where the UAV should go next. If the next
movement is still within the area of interest, the UAV will
move, otherwise, the UAV stays at its current location. This
will make sure that the UAV does not leave the area and
will help the agent to learn faster by having less states and
actions to explore. Next, the agent selects an action which is
a binary vector that determines which set of IoTDs will be
served via the UAV. Based on that action, the BCD algorithm
is then invoked to configure the phase-shift matrix in order
to maximize the channel gain. Eventually, the instantaneous
reward is worked out which has two cases. First, if no IoTD
has uploaded its value, the step reward will be set to 0.
Otherwise, the step reward will be equal to the number of
IoTDs that has managed to upload their data to the UAV
completely at that time slot.

After gathering the set of samples and computing the
rewards, the agent works out the advantage function (line 15),
A, which is defined as the resultant of subtracting the expected
value function from the actual reward. A is the estimated
advantage function or relative value of the selected action.
It helps the system to understand how good it is preforming
based on its normal estimate function value [43]].

B. A BCD Method for RIS Configuration

After the DRL agent has decided the next UAV move as well
as the set of scheduled IoTDs at time slot n, Block Coordinate
Descent (BCD) is then invoked to tune the RIS phase-shift

!For the sake of simplicity, in this work we assume all IoTDs have the
same active period length.

Algorithm 1: Proposed DRL for Scheduling

1 Inputs: N, v, Learning Rate, v, €.

2 Outputs: UAV trajectory.

3 Initialize policy 7 with random parameter 6 and
threshold e

4 Initialize value function V' with random parameters ¢

5 for each episode k € {0,1,2,...} do

6 while n < N do

7 Setn=n+1.

8 Observe state s™.

9 Choose action a™.

10 Move the UAV based on ag;.

11 if UAV new location is not outside the area of
interest then

12 L Keep the UAV at its last location.

13 Schedule the IoT devices based on a}'.

14 Compute the reward r".

15 Compute advantage estimate A for all epochs.

16 Optimize surrogate loss function using Adam

optimizer.
17 Update policy my,,, + 7.

coefficients. The objective of the BCD is to maximize the
amount of data collected at each time slot by maximizing the
achievable data rate through all the scheduled IoTDs which
can be expressed as:

n n,Hongn |2
Plh{i_; + R ;O h i

o2

),n.  (16a)

I
max Z o log, (1 +
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st. O, €Q.VneE N,me M. (16b)

The BCD algorithm works in an iterative way where a
sequence of block optimization procedures are performed.
That is, in each iteration, it optimizes one RIS element by
checking all the possible values in {2 while fixing the other
elements. The value that maximizes the objective in Eq
will be chosen. After that, the next element will be selected
to be optimized and so forth until all the RIS elements are
optimized. This procedure repeats until there is no change
in the RIS phase-shift configuration. The main details of
the proposed BCD approach are presented in Algorithm [2}
Regarding the complexity of Algorithm [2} it is O(V M2°)
where V' represents the number of iterations needed until Eq
(I64) is maximized. Indeed, there are three loops embedded
in Algorithm |2} the first loop corresponds to the number of
required iterations, the second one is to iterate over each RIS
element, and the last one denotes the number of quantization



Algorithm 2: Configure The RIS Elements
1 Inputs: §;'.

2 Outputs: 6™

3 while Eg not maximized do

4 for m=1,..., M do

5 L Fix 0",,Ym' #m,m’ ¢ M

6 Set 0, = argmax Eq(16al)
s

7 Obtain 0™

levels to control each element. For the sake of illustration, the
complete solution approach is sketched in Fig. 2] where the
two main components, PPO and BCD, are shown. After the
PPO agent observes the state of the environment, it selects
an action with the help of neural networks. The action is
then processed to find an action for the UAV mobility and an
action for wireless resource scheduling. The two sub-actions
are then fed into the BCD algorithm to tune the RIS phase
shift. Eventually, the environment computes the step-reward
resulted from that action and sends it back to the agent.

V. NUMERICAL RESULTS

In this section, we present the simulation results to shed
light on the performance of the RIS-assisted UAV in IoT
wireless networks. For the simulation settings, we use PPO to
build our agent, which is done using Python and TensorFlow.
For the DRL, 3 linear layers are used with tanh as activation
function for the middle layers and softmax for the output layer.
Internal layers contain 64 units each and Adam optimizer is
incorporated to minimize the loss function. The learning rate
is set to 0.002, v to 0.08, and clip to 0.02. For consistency
and accuracy, the results were averaged over 500 data tests.
The IoTDs are generated and placed based on a uniform
distribution, and their active periods are uniformly distributed.
The remaining parameters used in our study are listed in Table
(unless otherwise indicated).

TABLE II: Simulation Parameters

Parameter Value
Area size 300 x 300 m?
Number of 1oTDs (1) 50 IoTDs
o2 —110 dBm
K 10 dB [37] |
o 4
P 20 dBm
C 3
p 10 dBm
Z; 50 bits
M 100
b 2 bits
U 50 m
ZR 1m
Zi 1m
10T data lifetime 10 sec
n1,n2 (for dense urban area) 11.95, 0.136

We observe first the behaviour of the DRL agent; as
illustrated in Fig. |3| the cumulative reward, which represents
the number of IoTDs served, steadily increases as the agent is
exposed to more epochs/iterations. We also observe that after
around 500 iterations, the system starts to converge.

In addition, we show in Fig. | the UAV trajectory where two
scenarios are considered; without RIS and with RIS (M = 50).
The deadline of the activation periods are written inside the
[oTD circle and the numbers in red denote the UAV location at
that time slot. 10 IoTDs are considered in this network where
each one generates data of size 60 bits. In both cases, DRL
is used to control the UAV trajectory. The difference between
the two scenarios in terms of mobility behaviour is apparent.
In the scenario without RIS, Fig. E] (a), the UAV flies towards
a cluster of IoTDs that have their deadline in sequence and not
far from each other. Recall that the UAV has limited resources
and cannot collect all the generated data, hence, it is better to
select a subset of IoTDs which can be served to completion.
In this instance, IoTDs with deadlines 40, 57, and 67, would
be the perfect choice as they locate near to each other and
their deadlines do not overlap. The rest of IoTDs, such as the
one near the center (deadline=80) and the two on the right
side (deadline=81 and 82), will remain unserved as the UAV
will not have enough time to fly and collect their data before
expiration. On the other hand, in Fig. E] (b), the UAV is able
to serve 6 (twice more) devices with the assistance of the
RIS. One can also observe that the behaviour of the agent is
completely different. For example, first the UAV flies towards
the RIS to improve the quality of the indirect LoS. Throughout
this travel, the UAV is able to serve two IoTDs with deadline
of 13 located on the right side. Then, it positions itself in the
left side while balancing the channel quality of the direct and
indirect LoS to serve the IoTDs with deadlines 40, 57, and 67.
Finally, the UAV flies back to the other side in order to serve
the IoTD of deadline 81. We can see that the IoTDs that are
located far from the RIS are not served since they have poor
indirect LoS and the UAV has restricted maximum speed.

Next, in order to validate the performance of our solution
approach, we develop four baseline methods to compare with.
Indeed, to the best of our knowledge, no work in the literature
addressed similar problem. These are explained as follows.

o Random Walk UAV: In this method, the UAV trajectory
is determined based on random movement. On the other
hand, the phase shift tuning is selected using the BCD
method.

o Stationary UAV: the UAV is assumed to stay still in the
middle of the network while the RIS phase shift is tuned
using BCD.

o Random ©": the RIS phase shift is configured following
random distribution at each time slot while the UAV
trajectory is planned using a DRL agent.

o Without RIS: In this method, the UAV has only direct link
to communicate with the IoTDs. Again, in this scenario,
the UAV is moved using a DRL agent.

In the rest of this section, we study the impact of various
environment settings and parameters on the performance of
the system and solution approach.
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34 devices (10), the gain was relatively high, especially for
32 our proposed solution. The difference between the proposed
solution and the nearest one is greater than 50% all the way
g 30 through. DRL+BCD manages to serve approximately 9 IoTDs
C% 28 when there are 10 IoTDs in the network. However, as the
C“; 26 number of IoTDs increases, the service rate goes down. This
2 is due to the limited wireless resources available for the UAV.
z 24 Hence, when more [oTDs are added to the network, the ability
€22 of the UAV to fulfill the network needs will degrade. However,
5] 20 this issue can still be tackled by increasing the number of
RIS elementﬂ In addition to our solution approach, the other
18 baselines also show interesting behaviours. Intuitively, they
0 05 i 15 5 25 all experience decreasing trends, however, Stationary UAV

Iterations (x103)

Fig. 3: DRL agent convergence.

A. The impact of the number of RIS’s elements

Fig. [5] shows the number of served devices (data collected
within deadline) as we vary the size of the RIS (number
of elements). We observe first, that indeed the size of the
RIS helps improve the performance and accordingly, more
devices are served when more elements are present. Another
observation from this figure is that when the phase shifts
are randomly selected, not much gain can be seen from the
RIS. However, as the RIS elements are optimized, the gain
is apparent and varies with the way the UAV trajectory is
optimized. Clearly, the best performance is attained when the
two are jointly optimized, yielding close to 7x gain when
M = 100. Having a stationary UAV or a UAV with random
trajectory have some gains, however the gain is much smaller
than when the trajectory is determined by the developed DRL
agent.

B. Effect of Network Size

In Fig. [6] we vary the number of IoTDs in the network and
look at the number of served devices (percentage), under the
four different methods. First, it can be seen that with smaller

and Random Walk UAV face a sudden increase at 20 IoTDs
before they start to gradually decrease. The reason behind such
behaviour is that owing to the fixed wireless resources and
the likelihood of IoTDs presence within the UAV vicinity,
there are some resources wasted when there is little IoTDs
near the UAV and RIS to serve. However, as the number of
IoTDs increases, there will be more chances for the UAV
to find IoTDs and serve them. Eventually, when there are
more IoTDs in the network than the available resource, the
percentage of served IoTDs starts to decrease and that what
happens with networks of size 30, 40, and 50 IoTDs. The
last two baselines, Random ©"™ and Without RIS, come in the
last place with significantly poor performance, with marginal
improvement for Random ©”, due to their weak RIS tuning
or non availability of the RIS.

C. Effect of Data Size

In Fig.[7] we examine the impacts of having small and large
size of data generated by the [oTDs. The percentage of loTDs
admitted for full service is shown versus the size of data in
bits. In general, the small data generated, the better service
that is provided. This is due to the fact that small data can be

2Fig. |5| shows that the number of RIS elements has a great impact on the
number of IoTDs served. However, determining the size of the RIS is another
problem and is beyond the scope of this paper.
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uploaded within shorter periods, subsequently, the UAV will
have more free resources to serve other requests.
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One can observe that DRL+BCD obtains the highest per-
formance in comparison with the baselines in all scenarios.
The difference between our solution approach and the other
methods becomes more apparent when the data size increases.
That means, our solution approach can better adapt to more
complex scenarios where the UAV and RIS resource are
optimized wisely. Another insight one can look at is the impact
of increasing the data size (i.e., 90 bits). In such case, it
becomes more difficult for the UAV to guarantee sufficient
service for the IoTDs. Again, this issue can be tackled by
investing more in the RIS size. Meanwhile, we can see a sharp
decrease experienced by Random Walk UAV and Stationary
UAV while both demonstrate better performance than Random
O™ and without RIS (i.e. M =0). Interestingly, even with
random phase-shift configuration, the RIS proves itself as
a solid candidate to enhance the wireless link quality for
the UAV when small size data is considered. At 50 bits,



Random O" is able to double the number of IoTDs admitted
in comparison to the UAV alone scenario.

D. Impact of RIS Integration on UAV Energy Efficiency

In Fig. [ the energy efficiency levels are obtained for
various RIS sizes to understand the effect of having RIS on the
UAV energy efficiency. It can be observed that without RIS,
the energy consumed to upload one bit is very high. However,
as the RIS size grows up, this value becomes smaller and
smaller and that translates in better energy efficiency. In other
words, the presence of RIS helps in two directions. First, it
makes the UAV have more flexibility to plan its path such that
the total amount of energy consumed at the end is minimized
as per Eq (13). Second, it helps to make transmission more
successful by increasing the quality of the established links.
This is demonstrated with RIS of 50 elements where the
energy efficiency reaches above 15 bits/KJ. This significant
increase keeps going up to increase by 30% with only 25
elements added to the RIS (at M = 75).

= = N N
o (6] o wu
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UAV energy efficiency (bits/K])

m B
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Fig. 8: UAV energy efficiency levels with various RIS sizes.
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VI. CONCLUSION

In this article, we presented a new data gathering framework
leveraging an RIS-UAV assisted network to collect data from
sensing devices within their active times. The problem is
formulated as mixed-integer non-convex programming and
then, due to its complexity, is converted to MDP to be solved
later via a DRL agent. The paper also proposed a BCD
method to handle the RIS phase shift configuration with lower
complexity and high efficiency that was proved later in the
numerical results by comparing it with random coefficient
settings. The superiority of our solution approach is shown
through simulations against four alternative methods. Indeed,
the proposed solution outperformed its counterparts by more
than 50% in many cases. Integrating RIS to the UAV commu-
nications has also shown another benefit of improving UAV
energy efficiency remarkably especially when considering a
large RIS.

In terms of future works, multi-UAVs can be further in-
vestigated to see how they cooperate with each other to

plan their trajectory such that they avoid collisions and the
ultimate objective is optimized. Moreover, the metric of Age
of Information can also be applied to this context in order to
ensure the freshness of the data collected from the IoTDs.
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