This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE SYSTEMS JOURNAL

Resilient Microgrid Energy Management Algorithm
Based on Distributed Optimization

Vittorio Casagrande *“, Ionela Prodan

Abstract—This article proposes a fully distributed energy man-
agement algorithm for dc microgrids, resilient to different faults.
Specifically, we employ distributed model-predictive control to deal
with the uncertainty that characterizes the microgrid operation.
The optimization problem is solved at each time step through
a distributed optimization algorithm, which has three main ad-
vantages: 1) agents of the network require a small computational
power; 2) local information is not shared among the network nodes,
hence preserving a certain level of privacy; and 3) it is suitable for
implementation in large-scale systems. The resilience property of
the algorithm stems from additional constraints that are enforced in
order to store in the system enough energy to sustain the microgrid
in the case of utility grid or line fault. Simulation results show that
the algorithm is suitable to schedule the operation of agents that
are always connected to the microgrid (e.g., loads) as well as agents
that may be connected and disconnected (e.g., electric vehicles).

Index Terms—Distributed control, distributed optimization
(DO), energy management, microgrid, model-predictive control
(MPC).

NOMENCLATURE

P ith renewable generator power.

,]‘f Max power of the ¢th renewable generator.
P ith load power.
dM d™  Max, min power demand of the ith load.
P, ith storage system power.
PSA{ Max power of the ith storage system.
P, ith electric vehicle power.
pPM Max power of the ¢th electric vehicle.
P, 1th external tie power.
P% P7; Max, min power of the ith external tie.
Si ith storage charge.
sM g™ Max, min charge of the ith storage.
Z ith electric vehicle charge.

M ,m

Max, min charge of the ¢th electric vehicle.
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z7 Target battery charge of the ¢th electric vehicle.

Hic/d Energy conversion efficiency of the ith storage re-
lated to charging fi; . < 1 or discharging pi; 4 > 1.

Ni,c/d Energy conversion efficiency of the ith electric vehi-
cle related to charging 7; . < 1 or discharging n; 4 >
1.

Pg Power injection in bus 1.

Pr; Power flowing through line 7.

Piwl Max power flowing through line 7.

Jei Objective function of the ith agent of type *, where
x € {r,1, s, z, g} (renewable generator, load, storage,
electric vehicle, and external tie).

Wy i Objective function weight of the ¢th agent of type
*, where * € {r,[} (renewable generator, load), x €
{s, z} (storage, electric vehicle),and x € {P, ;, P, ;}
(associated with storage, electric vehicle power).

Dg Electricity price.

N, For x € {r,l,s,2,9, B, L}, number of renewable

generators, loads, storages, electric vehicles, external
ties, buses, and lines.
N, Subset of vehicles provided with V2G technology.

tiL, i ti’ ; Initial, final time of the fault at line j.

t; tg Initial, final time of the distribution grid fault.

e Tif Time when the electric vehicle is plugged,
unplugged.

Ty Minimum load energy requirement for the next v
steps.

T, Sample time of the controller.

T Time horizon of the controller.

€ Optimization variable used to soften the constraint
on the minimum storage charge.

Ai Weight associated with the variable ¢;.

I. INTRODUCTION

ICROGRID systems, first introduced in [1], are defined
M as clusters of loads, distributed generation units, and
energy storage systems, operated in coordination to reliably sup-
ply electricity and connected to the power distribution grid [2].
Typically, the control of a microgrid system is deployed in three
layers [3].

1) The primary control layer is in charge of voltage and
frequency regulation.
2) The secondary layer deals with power quality issues.
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3) The tertiary layer is responsible for power flow control,
power management, and optimization of the microgrid
operation.

As a part of the tertiary control layer, the energy management
system (EMS) is the controller that computes the power flows
in order to provide a stable delivery of power to loads while
optimizing energy production and other operational goals [4].
As described in [5], the main challenges in the design of the
microgrid EMS are the uncertainty that characterizes renewable
power production and load consumption, privacy-related issues,
and resilience to faults in the infrastructure. While the first
problem has been well addressed in the literature, a few papers
focus on the last two. In particular, privacy issues are becoming
increasingly important [6]: sharing the load demand profile can
reveal details of a manufacturing process or of the distribution
system operator controllers making the system prone to cyber-
attacks.

In this article, we propose an EMS that guarantees a certain
level of resiliency while keeping local information private. To do
this, we design a distributed controller architecture based on dis-
tributed optimization (DO) and model-predictive control (MPC).
The distributed formulation of the problem allows the controller
to schedule the operation of all the components connected to the
microgrid while keeping all local information private. Moreover,
as opposed to centralized architectures, the algorithm is easily
scalable to large-scale systems (LSSs), relies only on neighbor-
to-neighbor communication, and requires a small amount of
computational power. Finally, the EMS algorithm is suitable for
the wide range of agents that can be connected to the microgrid,
from renewable power generators to electric vehicles (EVs).

A. Literature Review

1) Handling Uncertainties: Since the first introduction of
the microgrid concept, many EMSs have been proposed in
the literature to schedule the microgrid operation for one step
ahead, e.g., [7], where time steps further away in the future
are not considered, or for longer periods, e.g., [8], where the
schedule is computed for the next 24 h without considering
the uncertainty that affects the system. MPC-based methods
have proved their effectiveness for the EMS application since
the optimization problem is reformulated at each time step,
hence compensating for uncertainty. In particular, centralized
MPC has been used to schedule the power profile of storage
devices [9], controllable generators, controllable loads, connec-
tion to the utility grid [10], and EVs [11]. All these methods
aim at optimizing the microgrid operation, penalizing either
repeated charges or discharges of the batteries [9], repeated turn
ON and OFF of generators [10], and maximizing the revenue
from energy selling [11]. In order to compute less conservative
control actions when the probability distribution of uncertainty
is available, stochastic MPC algorithms can be designed. For
example, in [12], the optimization problem is formulated as a
chance-constrained problem, whereas, in [13], a scenario-based
approach is employed. The EMS design gets more complex if
the presence of EVs is explicitly considered. Undoubtedly, EV
integration gives several advantages [14]; however, owing to
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their high energy demand, suitable control algorithms need to
be designed [15]. A power management method that integrates
the objectives and constraints of EVs with the other microgrid
components (e.g., households and storage units) has been pro-
posed in [16] for the centralized case.

2) Distributed EMS: Although all the aforementioned meth-
ods are suitable for uncertainty compensation, they do not take
into account privacy-related issues and potential fault effects.
Distributed methods have been proposed to overcome the limita-
tions of centralized MPC, in particular regarding the computing
power and privacy issues [17]. In [ 18], each component (e.g., gas
turbine or battery) solves a local MPC problem and coordinates
with the other agents exchanging power profiles to optimize
the global performance. In [19] and [20], a distributed MPC
method is proposed to solve the energy management problem for
multiple microgrids and a large-scale power system. However,
both methods rely on a central unit for coordination, hence being
subject to limitations of centralized approaches and require to
share local data. A fully distributed EMS that keeps private local
data is proposed in [21], where a DO-based MPC algorithm
is proposed. The main drawback of this method is that the
microgrid topology is not considered as well as possible faults.

3) Resilient EMS: The microgrid itself offers advantages in
terms of system resiliency to faults being provided with local
generation units and storage systems that allow it to be operated
in the island mode (i.e., disconnected from the utility grid) [22].
There are mainly three strategies that can be implemented to
enhance the microgrid resilience [23]: 1) fault detection; 2)
proactive scheduling; and 3) outage management. We do not
deal with the first strategy since this operation is often performed
at lower control layers; however, we implement both the other
two in our algorithm. By proactive scheduling, we mean that
the system is prepared for potential fault events before their
occurrence by scheduling the resources in a conservative way. By
outage management, we mean adapting the controller objectives
and constraints in order to assure the critical power demand
to loads. Even though the literature on energy management is
extensive, few papers propose resilient algorithms for EMS, and
to the best of the authors knowledge, none of them is distributed.
On the one hand, only reconfiguration strategies once the fault
has occurred are proposed in the literature. Outage management
approaches are proposed in [24] using MPC and in [25] using
reinforcement learning for the home EMS. The objectives are
to deliver energy to critical loads while minimizing the power
curtailment to other loads. Such methods, however, do not ensure
power delivery to critical loads for persistent faults. Controller
reconfiguration strategies are proposed to deal with faults in
microgrid systems [26] and industrial plants [27], in which there
are many backup options to generate the required amount of
power; hence, storing an amount of backup energy may not be
necessary. On the other hand, many papers propose proactive
scheduling methods to deal with faults. A common approach is
to ensure the power delivery to loads by storing an additional
fixed amount of energy in the storage systems (typically 20-30%
of the capacity) to be used in the case of utility grid fault without
taking into account the future load demand [28], [29]. In [30],
the amount of backup energy is adapted to the minimum future
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power requirement of the loads, and in [31], it is computed by
solving an optimization problem. The drawback of such methods
is that they require to share with the centralized controller all the
future loads’ demands. Finally, a number of papers propose to
use the energy stored in EVs to supply the loads during power
outages [32], [33]. However, these papers assume that EVs are
connected to the microgrid and that they have enough energy
during the whole fault duration.

B. Contributions

This article presents a DO-based MPC algorithm for energy
management that guarantees the privacy of local information.
Preliminary results have been presented in [34]. In particular, we
design the EMS as an MPC controller in which the optimization
problem is solved using a DO algorithm that allows all the local
information of each agent to be kept private. Here, in addition,
we consider the possible occurrence of faults in the microgrid
system, and we implement proactive scheduling and outage
management strategies. As a proactive scheduling strategy, in
order to ensure the delivery of power to loads during faults, we
propose to store a variable amount of backup energy in batteries
and EVs. The amount of backup energy is adapted to the future
power demand of loads so that the storage capacity that is not
devoted to fault tolerance can be used for typical purposes of
an EMS (e.g., peak shaving/valley filling). Finally, since the
duration of a fault is not known in advance, we allow the battery
to be fully drained if necessary by introducing a soft constraint
on the minimum state of charge (SoC). Our algorithm is suitable
to integrate different types of agents that are connected to the
microgrid. In particular, it is suitable to schedule the charging of
EVs that are temporarily connected to the microgrid considering
the plugging and unplugging events as additional constraints
within the optimization problem. To summarize, the main novel
contributions of the designed EMS are as follows.

1) It is fully distributed, requires a small computational
power for each agent, and keeps all local information
private.

2) Itis resilient to faults, meaning that it allows the delivery
of power to loads under different fault conditions (such as
utility grid fault).

3) Itintegrates the objectives and constraints of EVs to those
of other agents, potentially using their storage capacity to
increase resilience.

4) It can be easily extended to LSSs.

The rest of this article is organized as follows. In Section II,
the models of each microgrid component and possible faults
are presented. In Section III, the proposed EMS is described. In
Section IV, extensive simulation results are provided. Finally,
Section V concludes this article.

II. SYSTEM MODEL

In this section, we present the model of the microgrid and
describe the communication network required to implement
the proposed distributed control architecture. We conclude by
introducing the model of the possible microgrid faults.

A. Microgrid

The microgrid is composed of five agents: renewable gener-
ators, loads, storage systems, EVs, and utility grid connections.
The model presented in this section builds upon the model
developed in [34] with the addition of EVs and fault models.

1) Renewable Generators: Renewable generators, such as
wind generators and photovoltaic (PV) panels, produce power
to be injected in the microgrid. The amount of power that can be
injected in the grid is limited by the maximum power produced
by the renewable generator

0 < Pi(t) < PM(1). (1)
Their objective is to maximize the power that they inject in the
grid; hence, the associated objective function is written as
T-1
Jri(t) = 3 A*we [Pt +k) — PMt+K)] @)
k=0
where 7 € [0; 1] is used to reduce progressively the importance
of time steps further away in the future (hence more uncertain).

2) Loads: Loads include all the consumers that can only
draw energy from the microgrid, e.g., households and factories.
Each load is characterized by a maximum and a minimum power
demand

di"(t) < Pri(t) < 4 (1) ©)
where d" is the critical power demand that must be met. Loads
maximize the power that they draw from the grid (without
exceeding the upper limit); hence, their objective function is

T-1
Ti(t) =Y wi [Pt + k) —dM @+ k)], @
k=0

3) Storage Systems: Storage systems are installed in micro-
grids to assist the renewable power integration by compensating
for intermittence and preventing load fluctuations [35]. There are
many other advantages obtained from installing energy storage
systems in a microgrid, e.g., power quality, frequency regulation,
and black start [36], [37]. Depending on the specific goal, a
different storage system model has to be used. Since, in this
article, we are interested in the energy management problem
(peak shaving and renewable energy shifting), we do not need
a particular model for each specific storage technology; hence,
we model it as a first-order linear system as in [10] and [30]

Sl(t + 1) = Sl(t) + Mi,c/dePs,i(t)- (5)
The energy conversion efficiency is typically 90-95% of the
exchanged energy [10] (1;,. < 1 and p; ¢4 > 1). The maximum

and minimum amount of energy, which can be stored in the
storage, are denoted by s and sM:

s < s(t) < sM, (6)
There are many factors that affect the lifetime of a storage
system, mainly the depth of discharge and the discharging
rate [38], [39]. To increase the battery lifetime and avoid the
rapid degradation of its performances, the lower limit of charge
is typically higher than zero (the usable energy is between 80%
and 95% of the total energy). The power exchanged with the
grid is limited by a maximum value

—PM < P, ,(t) < PM. ©)
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Power is assumed to be negative when it is injected in the
microgrid, consistently with (5). The objectives of the storage
system agent are expressed as a quadratic function of stored
energy and exchanged power

T-1

Joi(t) = > wp, i [Pei(t) = Poi(t)]” +ws [si(t) — 5:()]
t=0

®)

where P ;(t) and 5,(t) are target values that are set to meet
the control objectives; for example, if we need to penalize the
battery usage to increase its lifetime, we set P ;(¢) to zero.

4) Electric Vehicles: A wide range of EVs are on the market;
most of them either run solely on electric propulsion (battery
EVs) or they may have an internal combustion engine working
alongside (hybrid EVs). The energy for electric propulsion is
stored in a battery that is modeled as a first-order system

zi(t +1) = 2i(t) + 1i,c/aTs P i(t). 9)

The energy conversion efficiency is typically 90-95% of the
exchanged energy [40] (1;,. < 1 and 1; ¢ > 1). The amount of
energy that can be stored in the battery is limited by a maximum
and a minimum value, so that

2 < zi(t) < 2M. (10)

As for the case of batteries, the lower limit of charge is higher
than zero to increase the battery lifetime. Typically, the usable
energy is between 80% and 95% of the total energy [41]. The
power that can be exchanged with the grid is limited

Pl < P.(t) < PM. (11)

The power exchanged with the grid can be unidirectional or
bidirectional depending on the vehicle [14]. In the first case, the
lower power limit is set to zero (PZ’”’} = 0), whereas in the second
case (vehicle-to-grid (V2G) technology), the lower power limit
is P, = ,p%. In contrast to other storage systems connected
to the microgrid, EVs, although being parked up to 90% of their
time [42], may be plugged or unplugged, and it may not be
possible to absorb their energy if the microgrid requires it due
to the driver’s necessities. Typically, the EV will be parked for
a certain amount of time, at the end of which a predefined SoC
has to be reached. This is modeled through a constraint on the
final SoC of the battery

12)

Similarly to storage systems, the objective function of an EV is
written in terms of power and SoC

a(r]) = 7.

T-1
%¢=§:W&JV%@%faﬂﬂr+wmkﬂﬂ—iﬁw
t=0

13)
where P, ;(t) and Z;(t) are target values.
5) External Connections: Microgrids are connected to the
utility grid at one or more points, and the power P ; that can be
exchanged with it is limited by a maximum value

Pyl < Poi(t) < Pyl (14)
The goal of the external connection agent is to minimize the

total energy cost (maximize the energy that is sold and minimize
the energy that is bought); hence, its objective function can be
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formulated as

T-1

Tgi == pg(t)Py, (). (15)
t=0

The power sign is assumed positive when energy is sold to

the utility grid; hence, the minus sign is introduced to penalize

buying and encourage selling.

6) Buses and Lines: The interconnection of the agents is
realized through buses and lines; in particular, each component
of the microgrid is connected to a bus, and buses are connected
through lines; hence, these interconnections represent additional
constraints of the EMS [13], [43]. The first constraint is the
power balance, that is, the sum of the powers exchanged with
each bus has to be equal to zero

Np
> Ppi=0.
=1

The second constraint is given by the maximum line power flow;
namely, the maximum power flowing through each line is limited
by its maximum value

(16)

— P < Pra(t) < PrY. (17)
The dc power flow equation is used to compute Pp, ; [44]
P.(t) = bAEB 'Py(t) (18)

where P, € RVE is a vector obtained stacking line power flows,
b € RN2*Ne jg a diagonal matrix in which each element b(i, )
is the susceptance of line i, B € RY5*NB g the admittance
matrix, and P € RV5 is the vector obtained stacking all the
bus injections Pp ;. The elements of the microgrid adjacency
matrix AL € RVN2*N5 are AL (4, §) € {0,1, —1}, respectively,
if line 7 and bus j are not connected, line ¢ starts at bus 7, or line
1 ends at bus J.

B. Communication Network

The communication network allows the agents to coordinate
their activity. In particular, the EMS is implemented as a dis-
tributed MPC, where a communication network is required to
solve a DO problem. The communication network is represented
by an undirected graph G(V, £), where V is the set of nodes and
£ is the set of edges. Each node corresponds to an agent of the
microgrid associated with a microgrid component (e.g., load or
EV); hence, the total number of agents is

N =N, + N +Ng+ N, + N, (19)
The total number of agents is equal to the cardinality of the set
V, N = |V|. The communication graph at time ¢ is represented
by its adjacency matrix A(t) € RV*N | where a;; = 1 if the
components ¢ and j are connected and a; ; = 0 otherwise. It
should be noted that the communication network may differ
from the physical interconnection, i.e., two nodes that are not
interconnected through a power line may exchange data. Nodes
that can communicate are denoted as neighbors.

C. Fault Models

There are three types of faults that are relevant for the EMS:
1) line fault;

2) distribution grid fault;

3) communication network fault.
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1) Line Faults: When aline fault occurs, power can no longer
flow through the faulty line. In the EMS, this is modeled by
modifying constraint (17). The power that flows through the
faulty line (5 in this case) is set to zero from t‘L ;to ti, ;i
PL(t)=0 Vte [t;j,t{,j} :

J

(20)

If the fault duration is known in advance, this constraint is
enforced only until recovery. On the contrary, if the fault duration
is not known, the constraint is enforced for all future time steps.
As a consequence of a line fault, power has to flow through
the other lines at the risk of line overloading. It is clear that
this applies only to meshed microgrids; if a line fault occurs
in a radial microgrid, there is no way to deliver power to the
disconnected microgrid branch.

2) Distribution Grid Fault: In this case, the microgrid cannot
draw power from the utility grid until recovery. This is modeled
by modifying constraint (14) as follows:

Pyi(t)=0 Vie{l...Ng} Vte [ti,t]]. (D)

Similarly to line faults, if the fault duration is known in advance,
this information is included in the optimization problem. As a
consequence of a distribution grid fault, the microgrid has to be
operated in the island mode, hence relying only on the power
that is produced by its renewable generators and energy that is
stored in the storage systems.

3) Communication Network Fault: A communication net-
work fault happens if a communication link is physically discon-
nected or if a cyberattack is detected and communication on that
link is no longer reliable. This fault is modeled by modifying the
entries of the adjacency matrix A(t) described in Section II-B.
In particular, if the communication link among agents ¢ and j is
not active, we set

Qg (t) = (lj’i(t) =0.

As a consequence, the performance of the energy management
algorithm degrades in terms of time required to converge to
the solution. In contrast to previous faults, the constraints and
objectives of the optimization problem are not modified.

(22)

III. DISTRIBUTED EMS

We propose to design the EMS as an MPC in which the opti-
mization problem that is formulated at each time step is solved
via DO combining the advantages of both MPC and DO. On the
one hand, MPC can efficiently compensate for uncertainty in
the system dynamics, renewable power generation, and energy
prices. On the other hand, DO algorithms allow the solution of
the optimization problem to be obtained by sharing a limited
amount of information and without requiring a central unit.
Hereinafter, the DO-based MPC algorithm will be outlined;
then, the method to make the algorithm resilient to faults is
described.

A. DO-Based MPC

The MPC optimization problem is formulated as a constraint-
coupled DO problem [45] as follows:

M
aM, dr, .

M pm
Py, P,
m

|

Controller 2

Fig. 1. Example of the controller architecture.

N
2 min fi(x; (23a)
{x1,..xN5} ; ( )
s.t. x; € X; (23b)
N
D gi(xi) <0 (23¢)
i=1

where x; is the local decision variable, (23a) is the sum of
local objectives f;, (23b) is the local constraint, and (23c) is the
coupling constraint that couples all the local decision variables.
An example of the schematic of the controller architecture for
a microgrid composed of two agents is shown in Fig. 1. Each
microgrid component is equipped with a local controller that
coordinates with the other controllers through a communication
network (blue line). The physical interconnection between com-
ponents (buses and lines) is represented by an orange line. The
inputs to the local controller are all the information required to
formulate the optimization problem (e.g., power limits), and the
output is the future power schedule. In this article, the solution of
the optimization problem (23a)—(23c) is computed through the
distributed algorithm presented in [46]. In brief, this algorithm
consists of three steps from the perspective of agent ¢.

1) Gather the dual variables of the optimization problem from

the neighbors.

2) Compute the local primal variable z; by minimizing the

ith part of the Lagrangian.

3) Update the local estimate of the dual variable.

Further details about the algorithm are omitted due to space
constraints; the interested reader may refer to [46]. One attractive
feature of this algorithm is that it allows the solution to be
computed keeping private local information (encoded in x;, f;,
X, and g;) and sharing only the dual variables that do not have
a physical meaning.

The local decision variable 2; € R” of each agent is its future
power profile for the next 7" time steps

x;(t) = {Pi(t),... P(t+T —1)}. (24)
The local objective functions of each agent f; : R” — R have

been described in Section II. The whole objective is the sum of
these local objectives as in (23a)

N N, Ny N N. Ny
Z Ji(xq) :Z Jr,H‘Z Jl,H‘Z Js,H‘Z Jz,H‘Z Jg,i-
i=1 i=1 i=1 i=1 i=1 i=1
(25)
The local constraint set X; C R” of (23b) includes all the
constraints described in Section II for the agents:
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1) the maximum produced power at each time step (1) for

renewable generators;

2) the maximum and minimum power demand (3) for loads;

3) the system dynamics (5), and the charge and power limits

(6), (7) for storage systems;
4) the system dynamics (9), the charge and power limits (10),
(11), and the target charge (12) for EVs;

5) the maximum power (14) that is modified by (21) in the

case of fault for the external connections.

The coupling constraint (23c) is expressed through the func-
tion g; : R” — R™ (where n. is the number of coupling con-
straints) for each agent, and it includes constraints (16) and (17).
The function g; has to be specified for each agent and can
be written as an affine function of the local decision variable
gi(x;) = G;z; + h;. The formulation of G; and h; for each
agent is omitted due to space constraints.

Additional constraints required to make the EMS resilient to
power grid faults are enforced as local and coupling constraints
and will be described in the following.

B. Resilient EMS

In order to make the presented algorithm resilient to the faults
described in Section II-C, both the proactive scheduling and
outage management strategies are employed.

As described in Section II-C, in the case of a line fault, power
cannot flow through that line; hence, there is a risk to overload
the other lines of the microgrid. To take the fault into account,
constraint (17) is modified into (20) for the faulty line.

In the case of a utility grid fault, power cannot be exchanged
with the utility grid through any connection (21). As a conse-
quence, the power cannot be sold in the case of overproduction of
the renewable generators and cannot be bought if required by the
loads. Hence, a key role is played by agents that can store energy
in the microgrid: storage systems and all the EVs provided with
V2G technology. Similarly to [30] for the centralized case, we
propose to store in such systems enough energy to sustain the
microgrid operation until fault recovery. The minimum load
energy requirement for the next v steps is

N; t+v—1
R =33 T,
=1 7=t
Hence, in order to guarantee critical load demand and EVs
charging, for the next v steps, we set

(26)

N, N.
S osilt)+ > ) =F(t) Vhe{t,...t+T -1}
i=1 i=1

27
where IV, is the subset of EVs provided with V2G technology
and z; is the amount of energy in excess with respect to the target
charge z; stored in the vehicle

Then, setting the target charge z; of objective function (13) to the
maximum charge value zZM , the EV will try to store an amount
of energy greater than its target value z;, hence storing energy
that can be supplied to the microgrid if necessary. The choice of

the parameter v has to be done according to the available storage
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capacity and the estimated time required to recover from a fault
(as done for example, in [30]). Clearly, a high value of the v
parameter allows us to deliver power to loads in the case of fault
for longer, but it reduces the amount of available storage capacity
for the other goals of the storage system, such as peak shaving
and valley filling.

Remark 1: Constraint (27) is enforced as a coupling con-
straint through a suitable definition of local g; functions in (23c)
for each agent. Therefore, this constraint requires neither loads
to share their future power demand nor batteries and EVs to
share their SoC. Moreover, the constraint corresponding to the
utility grid fault (21) is implemented locally as local constraint
(23b), hence keeping information about the current fault state
private.

As written in Section II-A, battery lifetime can be increased
if the battery is not fully drained. However, in some cases, it is
tolerable to drain it below the lower limit. Since faults should
not happen very often and the fault duration may not be known
in advance, we propose to use this amount of energy to cope
with faults of unknown duration. In the case of faults, the lower
bound of constraint (6) is relaxed as

s —g; < si(t) < sM. (29)

A new optimization variable is introduced for each storage sys-
tem, €; € R, weighted through the following objective function
that is added to (8):

Je, = Mgy (30)
The new variable ¢; is subject to the following constraint:
0<¢g <sim (31)

Depending on the value of the weight A;, it is more or less likely
to drain a battery below its lower limit.

The optimization problem (23a)—(23c) is reformulated at each
time step; hence, the constraints and the cost functions can be
modified depending on the current situation. As soon as a fault
is detected, the controller is switched to safe mode enabling the
constraints presented in this section. This procedure is outlined
in Algorithm 1.

IV. SIMULATION RESULTS

In this section, the results obtained by applying the proposed
algorithm to five different simulation scenarios are presented.
In scenario 1, we consider the proposed distributed algorithm,
without additional constraints and decision variables (presented
in Section III-B) required to make it resilient to faults. We
show that it allows us to obtain results similar to a centralized
approach in a fault-free case. In scenario 2, we illustrate the
performance of the resilient algorithm proposed in this article
in faulty conditions. In scenario 3, two EVs are included in the
microgrid, and we show how the excess energy stored in vehicles
can be used to supply power to loads when necessary while
meeting the vehicles’ charging requirements. In scenario 4, we
applied the algorithm to a large-scale microgrid showing that the
algorithm is easily scalable and can be applied to LSSs. Finally,
scenario 5 shows the performance in case of communication
network faults.
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Algorithm 1: Distributed Resilient EMS.
For each time step ¢
input : Comm. network adjacency matrix A(¢)
Parameter v in (26)
Local objectives f;: (2),(4),(8),(13),(15)
Local constraint sets X;: (1),(3),(5-7),(9),
(10-12),(14)
Battery state: s;(t) Vi € Ny
EVs state: z;(t) Vi € N,
Local coupling functions ¢;:(16),(17),(27)
{Pi(t),...Pi(t+T — 1)} for each agent
g; for each battery
if Line fault = True or Grid fault = True then
Joi  Joi + Jeyi
Introduction of the soft constraint: (6) < (29)
constraint (27) is disabled
if Line fault = True then
‘ PL’,‘(T) =0Vrte [t,t-i‘T]
if Grid fault = True then
| Pyi(t)=0V7eltt+T]
if comm. link between agent i and j is disabled then
| ai;(t) =a;i(t) =0
Define x;, f;, X;, g; for each agent
Solve optimisation problem (23a)-(23c)

output:

TABLE I
NUMERICAL VALUE OF THE MAIN SIMULATION PARAMETERS
Param. Value Param. | Value | Param. Value
T 5 Wi 0 sM 2184 Wh
Ts 1h wp, 0 s 195 Wh
v 0.9 wy 1 pPM 500 W
pM 2.1 kW wy 1 ic/d 0.98/1.02
Pt | -42kW A 10 v 3h(S.2), 1h(S.34)
=
2 014 .
w
s 0.12 = =
S |
0 6 12 18 24
t [h]
Fig. 2.  Electricity price profile [48].

The values of main simulation parameters and energy price
profile are presented in Table I and Fig. 2. Simulations are
compared using three different indices:

1) produced energy, that is the percentage of energy injected

in the grid by each kind of agent;

2) consumed energy, that is the percentage of energy ab-

sorbed by each kind of agent;

3) total electricity cost, that is the total cost of the energy

bought from the utility grid throughout the simulation,

computed as — Zfio f\fl Pg(t) Py i(t).

Simulations were implemented in Python using DIS-
ROPT [47] package for DO setting the number of iterations
to 1000 and a decreasing step size defined as T go T, where k

is the algorithm iteration. The maximum runtnne or executing

?

_@

©

Fig. 3. Four-bus microgrid of [48] and the corresponding communication
network.
External grid PV panels
2 -
£ 0 *
24,0 2
4 T T 0 T T
0 10 20 0 10 20
Load
=z 37
=3
e 1 \
0 10 20
Lines
3T —— Line 1
Z 0 :—:@ —— Line 2
P R o — Line 3
— Line 4
0 10 20 -
¢ [h]
Fig.4. Power profiles and battery SoC of scenario 1; red-dashed lines represent

the power limits. Hereinafter, red-dashed curves denote the lower/upper bounds
within which the signals have to stay.

one simulation step is 10 s for scenarios 1, 2, and 3 and 90 s for
scenario 4 with an Intel Core™ i7-2600 CPU @ 3.4 GHz and
16-GB RAM.

Remark 2: Simulation results are influenced by the parame-
ters, in particular the weights, of the objective functions. These
are chosen by each agent depending on its priorities and require-
ments, and given the employed DO algorithm, it is not necessary
to share them with the network of agents. Tuning such weights
is out of scope for this article; hence, they are kept constant for
all the simulation scenarios to allow for a fair comparison.

1) Scenario 1: The first simulation is a comparison with the
results presented in [48] to show that the distributed setting
proposed in this article obtains results similar to the centralized
case. The considered microgrid, presented in Fig. 3, is composed
of arenewable generator (PV panels), an energy storage system,
a critical load, and a utility grid connection. No faults are simu-
lated, and we are not applying the resilient method described in
Section III-B. Simulation results are presented in Fig. 4. In this
simulation, the power demand of the critical load is always met,
and all the power produced by the renewable generator is used.
Between time steps ¢ = 10 and ¢t = 17, the power produced by
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TABLE II
NUMERICAL RESULTS OF SCENARIO 1
Power | Produced [%] | Consumed [%]
Puyg 46 (40) 15 (12)
Pes 209 2 (9)
Ppy 52 (51) -
P load - 82 (79)
PV panels
4
2 |
0 1 T
0 10 20
t [h]
—— No fault
—— Grid fault
—— Line fault

Fig. 5.

Power profiles of scenario 2.

the renewable generator is used to supply the load and charge the
battery, and the overproduction is sold to the utility grid (power
flow P, is positive). In the subsequent time steps, the load is
supplied by discharging the battery and buying power from the
utility grid since the renewable energy production is insufficient.
Line power flows are always within their limits, and the peak
is at time ¢t = 13 where power produced by the PV panels is
sold to the utility grid and flows mainly through line 4. Table II
contains some numerical results that can be compared with [48,
Table 4.4.3] (results of [48] are written in brackets). In particular,
Table II shows how the total amount of produced/consumed
power (i.e., injected in/drawn from the microgrid) is distributed
among the components over the simulation period. Most of the
percentages are similar, the main difference being the battery
usage. Using the distributed EMS, less power is exchanged with
the battery, and this difference is mainly compensated by the
utility grid. It follows that the total electricity cost is slightly
higher (2.69€ instead of 2.46€).

2) Scenario 2: We apply the proposed resilient EMS to the
microgrid of scenario 1. The goal of this simulation scenario is
to show the efficacy of our algorithm for energy management
purposes under different fault conditions taking into account
noncritical loads and constraint (27). The results in Figs. 5-7
refer to three different cases:

1) no faults;

2) utility grid fault;

3) line fault.

All the faults are simulated between time step ¢ = 10 and
t = 22 and are highlighted by a gray background.

The load demand is always met, and the battery SoC is always
higher than the minimum load energy requirement for the next
v steps (SoC plot of Fig. 7).
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z
24
A
E
4,
A
¢ [h] t [h]
Fig. 6. Line power flows of scenario 2.
£
200 =
100
0 \ T
0 10 20
t [h]

Fig. 7. SoC and e; of scenario 2. The black-dashed line represents the
minimum load energy requirement 7.

In case 2, a utility grid fault is simulated to show the resilience
of the approach. From the left plot of Fig. 5, it is clear that the
power exchanged with the utility grid during the fault is zero.
This has two main effects: 1) the overproduction of renewable
energy cannot be sold to the utility grid and 2) the power cannot
be drawn from the grid to be supplied to the load. However, the
power demand is met (bottom plot of Fig. 5) thanks to the power
supplied by the storage systems, which have stored enough
power to sustain the load. The right plot of Fig. 7 shows the ¢
variable for storage 1. During the fault, this variable takes a value
different from zero since the MPC predicts that the battery has
to be drained below s to sustain the load demand. Moreover,
since constraint (27) is disabled during faults, the stored energy
can be lower than the future power demand of the next v steps.
Hence, in the right plot of Fig. 7, the SoC drops below the 7,
curve.

In the third case, a fault in line 4 is simulated. In the line 4 plot
of Fig. 6, power flow through line 4 is zero during fault; hence,
there is a higher power flow through lines 1 and 3. However,
these lines are not overloaded thanks to constraint (17). Even
though the load demand is always met, the line fault has the
effect of reducing the amount of power that is sold to the utility
grid, and hence, not all the power produced by the renewable
generators is injected in the microgrid.

The results for the three cases are presented in Table III. In
the case of a grid fault, the energy exchanged with the grid is
lower, and at the same time, more power is exchanged with the
batteries.

The total electricity cost in the three cases is:

1) 0.70 € for the no fault case;
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TABLE III
NUMERICAL RESULTS OF SCENARIO 2

Power Produced [%] Consumed [%]
Fault NO | Grid | Line | NO | Grid | Line
Py 32 27 34 21 0 13
P 3 7 4 2 6 4
Ppy 65 66 34 - - -
Pload - - - 76 94 83

Fig. 8. Four-bus microgrid for simulation scenario 3 and the corresponding
communication network.

TABLE IV
EV DATA USED IN SCENARIO 3

Vehicle ID [ i [ 7 zZi | V2G
1 8 | 16 | 0.82M | yes
2 14 | 22 | 09207 | yes
External grid PV panels
2 —
=0 | 4
24,20 2
4 T T 0 T T
0 10 20 0 10 20
Load t [h]
= 3| —— No fault
= —— Grid fault
: 1 | ‘ —— Line fault
0 10 20
t [h]
Fig. 9. Power profiles of scenario 3. Similarly to scenario 2, faults are simu-

lated between time steps ¢ = 10 and ¢ = 22 and highlighted in gray.

2) 1.14 € for the grid fault case;

3) 1.13 € for the line fault case.

3) Scenario 3: In the third scenario, we apply the resilient
EMS algorithm to a microgrid that includes a connection to the
utility grid, a renewable generator, a critical load, two EVs, and
two storage systems, as in Fig. 8. The goal of this simulation is
to show that our algorithm is capable of scheduling the charge
operation of EVs connected to the microgrid, and that their
excess power can be used during faults to meet load demand.
The EVs’ arrival time, departure time, and target charge are
written in Table I'V. The other parameters (max charge and max
power) are the same used for batteries. We have simulated this
system for the same cases considered in scenario 2. The results
are plotted in Figs. 9—12. In Fig. 10, the power profiles and SoCs

f I I I
14 16 18 20 22
t [h]

T I I
8§ 10 12 14 16
t [h]

Fig. 10.  Power profiles and states of charge of EV's of scenario 3. Black-dashed
lines represent the target charge z; of each vehicle.

Line 1 Line 2
Z 0+ 0-
A3 e I Sl = T T
0 10 20 0 10 20
Line 3 Line 4
B B e I e
50——\% O*V
i == o T Sl o T
0 10 20 0 10 20
¢ [h] ¢ [h]
Fig. 11.  Line power flows of scenario 3.

€1 Sum of SoC
200 —
= 4 o
100 1 c’? "’
Zm ‘- 2 N . == .
0 1 T [N = \ T
0 10 20 0 10 20
¢ [h] ¢ [h]
Fig. 12.  SoCs, €, and sum of stored energy of scenario 3. Red-dashed lines

represent the limits of SoC and sum of SoC.

of the EVs are shown only for the time steps when the vehicles
are parked. In the first case (no faults), all the power produced by
the PV panels is injected into the microgrid, and the load power
demand is met (see Fig. 9). Both of the EVs achieve their target
SoC without exceeding the maximum power limit (see Fig. 10).
The algorithm ensures that the sum of the battery charge and the
available EVs’ stored energy is always higher than the future

Authorized licensed use limited to: University College London. Downloaded on November 16,2022 at 11:32:38 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10

TABLE V
NUMERICAL RESULTS OF SCENARIO 3

Power Produced [%] Consumed [%]
Fault NO | Grid | Line | NO | Grid | Line
Py 46 34 51 14 0 6
Pes 2 3 2 2 3 2
Ppy 52 62 47 - - -
Pioad - - - 82 95 90
P, 0 1 0 2 2 2

power demand, hence guaranteeing that the load demand is met
for the next v steps.

In the second case (grid fault), power cannot be exchanged
with the utility grid during the fault (first plot of Fig. 9). As
a consequence, not all the power produced by the PV panels
can be injected in the microgrid; however, load demand is met.
During the fault, power has to be provided to the load by the other
components, in particular PV panels, batteries, and EVs. EV,
has to supply power to the microgrid between time steps ¢ = 18
and ¢ = 20 (power is negative in this time period in Fig. 10).
The vehicle charge drops below its target charge at time step
t = 21 (29 plot of Fig. 10). However, at the next time step (which
corresponds to the vehicle departure time), it is again above the
target value. Fig. 12 shows that the ; variable takes values
different from zero. This is due to the fact that the controller
predicts that in the case of a persistent fault, the battery has to be
depleted below its lower limit to sustain the power demand. The
total available energy is always greater than the future power
requirement (sum of the SoC plot of Fig. 12), hence ensuring
to meet load demand for the next v steps. However, between
time steps ¢ = 18 and ¢ = 22, when load demand is high and
PV panels do not produce high amount of power, the green line
lays on its minimum value.

In the third case (line fault), power cannot flow over line 4
causing a higher power flow through the other lines. It is clear
from Fig. 9 that the load power demand is always met; however,
not all the power produced by the PV panels can be injected in
the utility grid. Comparing the left plot of Fig. 9 and the top left
plot of Fig. 11, it is clear that PV power injection is reduced not
to overload line 1. The target charge of both the EVs is reached
before their departure, and it is not necessary to discharge the
vehicles to supply the loads.

Table V shows numerical results. The total electricity cost in
the three cases is:

1) 2.87 € for the no fault case;

2) 2.07 € for the grid fault case;

3) 3.54 € for the line fault case.

4) Scenario 4: We apply the proposed algorithm to the mi-
crogrid in Fig. 13. The architecture is composed of 31 agents
and 40 lines (in Fig. 13, only the first two and the last unit are
represented). All the parameters of the agents (e.g., max power
flow, max storage capacity, etc.) are the same as in scenario 1
except the MPC prediction horizon 7' (which is set to 10 to
increase the number of decision variables and constraints of the
optimization problem to show that the algorithm is suitable for
LSSs), the limits on power that can be exchanged with the utility
grid (which have been increased by a factor 10), and the load
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Fig. 13.

Large-scale microgrid used for simulation scenario 4.

TABLE VI
NUMERICAL RESULTS OF SCENARIO 4

Power | Produced [%] | Consumed [%]

Pyg 40 0

P 4 3

Pyy 56 -

Pload - 97

900
& 700 foopreaas
. ;J - 500 —— 6 links 4 links
= 300 ——— 3 links = = = Centralised

I T T T T

0 100 200 300 400 500

Iterations [-]

Fig. 14. Convergence of the distributed cost to the centralized one with a
different number of enabled communication links.

power demand profile of five out of ten loads (which has been
set as the commercial load profile of [48]). For this simulation,
agents are allowed to communicate using 60% of all possible
“all-to-all” graph links, i.e., 279 out of 465.

In this setting, at each time step, the controllers compute
310 decision variables subject to 950 local constraints and 830
coupling constraints. However, since the computation is spread
among all the agents of the microgrid, the computational power
expended by each agent does not change with respect to the
previous cases. The simulation results are presented in Table VI;
the total electricity cost is 24.70 €.

5) Scenario 5: We investigate the algorithm’s performance
when errors or attacks are present in the communication net-
work and some communication links cannot be used. Since the
presented algorithm is distributed, the communication network
plays a key role in the algorithm performance, in particular in the
convergence time of the algorithm. Since the problem is convex,
the optimization problem has a unique optimal solution; hence,
the DO algorithm employed in this article [46] guarantees con-
vergence to the solution of the centralized optimization problem
even if each node is not communicating with all the others, as
long as the communication graph remains connected. Hence,
we simulated the first step of scenario 1 (¢ = 0) under different
communication network conditions.

1) Case 1: six out of six communication links are enabled.

2) Case 2: four out of six communication links are enabled.

3) Case 3: three out of six communication links are enabled.

Fig. 14 shows the convergence of the sum of local costs in (25)
to the centralized cost over the algorithm iterations in the three
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different cases. It is clear that increasing the number of com-
munication links decreases the time required to the distributed
algorithm to converge to the optimal cost while enforcing the
coupling constraints.

V. CONCLUSION

In this article, we present a novel distributed MPC algorithm
suitable for microgrid energy management. The optimization
problem that is formulated at each time step is solved using a
DO algorithm that preserves privacy. Since all computations are
performed locally by each agent relying only on local infor-
mation and exchanging data only with neighbors, the resulting
architecture is fully distributed, and each node requires only
limited computational power. The proposed algorithm has first
been compared with a centralized approach and has been shown
to obtain similar results. In order to make the algorithm resilient
to faults in the microgrid system, we enforced additional con-
straints and decision variables to the optimization problem, so
that minimum load demand is guaranteed for some time steps
in fault conditions without overloading the lines. Moreover, the
proposed EMS is suitable to compute the charge scheduling
of EVs connected in the microgrid integrating their goals with
those of other microgrid agents. The excess of charge of EVs
can be used to supply energy to the microgrid in the case of
necessity, hence increasing the resilience of the system. Finally,
we show that, thanks to the specific optimization algorithm that
has been employed, the distributed controller is resilient to faults
in the communication network. As a future work, we plan to
overcome the main limitations of the proposed method. First of
all, we will consider different types of faults and even attacks
in the controller. The detection problem and the estimation of
the future profiles of renewable power generators, loads, and
electricity price are also the topics of future study.
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