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Abstract— Service Level Agreements (SLAs) are contracts utilize the token bucket mechanism for rate estimationciwhi
signed between a provider and a customer to govern the amount translates to packet tagging.

of traffic that will be serviced. This work pinpoints an impor tant The bandwidth resources of a network can be split into

problem faced by the Internet service provider (ISP) which & to . . . .
be able to differentiate between the services given to agggates of the committed allocation portion and the excess bandwidth.

multiple TCP connections. The Metro-Ethernet access netwé, Whenever two or three colors are used for packet marking,
the Differentiated Services (DiffServ) architecture and he ATM  the differentiation process can be achieved mainly among
reference model are three architectural models where edge the committed rates of the aggregates. Though, it stilldack

routers perform traffic metering and coloring of aggregatedflows e differentiation capabilities within the excess ratégach

according to the SLA. .
Finer color marking was suggested to improve differentiaton aggregate. Caet al. [4] developed the well-known Rainbow

quality. We observe that increasing the number of colors inged Fair Queuing (RFQ) algorithm where the packets are marked
provides a good differentiation between the aggregates aoaling  using a finer multi-color marking, up to a few hundreds cqlors
to the committed and the excess rates. We also show that thein order to increase the level of service differentiatiorthe
Lou‘?;r(‘)szugﬁg;e‘;‘;'ﬁgrrt‘%aiok';'se;'né"’:]';:‘k ?r:gmw\:ﬁfr:yhi;fgri pfrci’(;itt“; core routers and still maintain fairness between aggregate
colors. The differentiation process is more difficult for the short Multi-color marking er_np_haS|zes the dlﬁerent|§1t|0n capab
TCP connections that remain in the slow start phase, than for ities among the SLAs within the excess rates without the need
the long connections that are usually in the congestion awdance to quantify explicitly the demands. Still, the real traffiécxnof
phase. the Internet,(public traffic traces analysis []) specificahe
TCP flows and its close loop control, require deeper study
|. INTRODUCTION of its capabilities. Previous analytical models [10], [1[3]

: . . expressed the TCP sending rate as a function of the committed
During the last two decades three important architecturd : .
. o rate, assuming two or three color marking per one TCP flow.
models were designed and standardized: the ATM reference ! - ;
. , . . . ey assumed a fixed packet drop probability, without fully
model, the Differentiated Services (DiffServ) architeet{o] modeling the TCP rate adjustment feedback to the loss events
and recently the Metro-Ethernet, the evolving Etherneielda 9 )

access network [1]. Although these architectures prowvide s There are no analy‘ucal models that examine the r_nult| coI_or
. ; ) -~ marking and the active queue management policy interaction
stantially different networking models, they all assumein = . )
: . with the TCP close loop control. Moreever, despite the many
AS SLAs, where edge routers perform traffic metering or, . . . o
- . . efforts that are done in the industry in this direction, we ar
policing according to the SLA traffic parameters over an ) ) . . S
not aware of simulation studies that examine the multi-Gotp

aggregate stream and label each pf%ket as it arrives angpr((jllifferentiation quality of TCP aggregates that are comgaxe
to its conformance. An aggregate is a group of connections, . i
variety of data volumes and packet sizes.

for example all the connections of a small company, and tﬁeThe goal of this paper is to test the effectiveness of multi-

agreement controls an aggregate. The core routers, uging €., . . o e
active queue management mechanisms, identify the pacttet gﬂlormg differentiation capabilities of complex TCP aggr

react accordingly. The different packet marking differatets gates, by comparing it to the three-color marking scheme
between Service éggregates according to several criteria. First, the rate estimatiod a

\ ) i arking, and consequently drop decisions are done per-aggre
The first DiffServ standard [9] suggested a proﬂle-bas%te [11] of TCPs. When several TCP flows are aggregated,

Fhaed;e;czz;k:r% ::no?g?:c;"z;/n ”::Jslr:‘grrcr)]?r? ggtr%keer)n a%:jc':igr\:\./h ee impact of an individual TCP sawtooth behavior is redyiced

conforming” (ed) labels. Another DiffServ standard [6] sug_and the aggregated sending rate and its marking is different

A ) . . Second, we aim to check whether a single TCP connection
gested coloring with three colors using two cascading token

buckets. The Metro-Ethernet Forum (MEF) also suggestaiethrr\c,(?ce'\/es its fair share within the aggr(_agate by_ ob_servneag th
.réenewal process of each TCP connection and its fitness to the

T . . ulti-coloring-queueing system. The aggregates we censid
?rc:]k(algnt:gﬁraettithlrj:og 'f; S{'r:gpi'/g%g?sd é?etﬁizgs';?cﬂiggﬁare composed of multiple TCP connections that have difteren
P ' §3ta volumes to transfer and various packet sizes; in additi
o . . o the number of the connections per an aggregate changes over
The authors are with the School of Electrical Engineeringe- D ,. Wi h ingle TCP . behavi
partment of Electrical Engineering-Systems, Tel-Aviv \émsity. e-mail: time. \We concentrate on the single connection behavior
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to the per-aggregate SLA. represented by these hues, aggregate A will have up to 5Mbps
We observe that simulation results have substantial diffef its excess traffic colored with lightellow, while B will be
ences between cases where aggregates are just a collecticabée to use this color for up to 20Mbps of its excess traffic.
long connections like done in most simulation studies \&rsu It is not enough to achieve a proportional color distribatio
cases where aggregates are comprised of TCP connectiBssause of the complex interaction with the TCP close-loop
with variable length. Our simulations, which mimic bettecontrol, a "good” coloring method depends on the queue
the reality, show that the multi color marking and per-colananagement scheme at the router and TCP reactions. We
dropping result in a fairer bandwidth allocation and sesviddistinguish between two combinations of coloring and queue
differentiation according to the contracts. The multisrolg management approaches. In the first, the coloring mechanism
enables us to predict the TCP performance more accuratelylors the packet deterministically trying to fit the packethe
despite the fact that TCP connection with different duratidowest possible rate layer, by using, for instance, tokerkbts
and packet size can reside in a different TCP congestias markers. The queue management scheme determines the
control stage and be preferred over the others. drop probability for each color, e.g., by using color aware
The major observations of our study are: (i) the multidropping policy, such as the Random-Early-Detection (RED)
color marking policy provides a good differentiation beéme management. In the second approach, the flow rate is estimate
aggregates according to their committed and excess ratsd the coloring mechanism randomly assigns the packet
(i)The token bucket coloring policy prefers short packeta color with a probability that is drawn from the ratio of
and mark them with higher-prioritized colors. (iii) The dif this color rate to the estimated rate. The drop mechanism
ferentiation process is more difficult for the shorter TCkh this case will be deterministic, dropping all packet abov
connections that remain in the slow start phase, comparisgme threshold color. The Rainbow Fair Queuing (RFQ) [4]
with the long connections that are usually in the congesti@igorithm is a good example of this approach.
avoidance phase. (iv) Current analytical models fit the i@ha  In this paper we use the first approach, that is implemented
of long connections where the number of the connectiomsth multiple token buckets and multi-GRED. GRED (Gentle
per aggregate is fixed over all the simulation period, b®ED) was found to be superior to RED [5], thus we use here
are not adequate for estimating the performance of a single&/ariant of GRED that is used for multi-priority droppfng
TCP connection in aggregates of connections with multiple Next we survey papers that provide analytical models for
length and packet sizes. These understandings can lead togéth service differentiation quality and a prediction ogth
development of an extended analytical model that considejghieved TCP sending rate when two and three-coloring
the relationships between packet drops, queue length, @d Tmarking is used. Sahet al[10] modeled the TCP Reno flow
average sending rate. renewal process where its derived sending rate follows two
Section Il provides the background and describes formggses: under subscription and over subscription. Theyrassu
analytical models done in the field. Section Il describegat two-color marking is performed for each individual TCP
the token bucket coloring policies that are used in theg@d pre-determined loss probabilities for the two priority
simulations. Section IV describes the simulation process aaggregates deployed by the multi-RED dropping policy. The
results. Section V is the discussion. sending rate is derived as a function of the loss probabil-
ities, with no explicit model of how the loss probabilities
are affected by the sending rate. They expressed the TCP
achieved sending rate as a function of the committed rate,
A coloring method slices the traffic rate to layers, each {ghich depends greatly on the token bucket size, RTT and loss
represented by a color and requires a different treatmemt, eprobabilities. They obtained the following main resuliyie
different dropping probability. We will adhere to the thregchijeved rate is not proportional to the committed ratg;iii
color convention [6] and call the packets that arrive withiiy not always feasible to achieve the committed rate ani, (ii
the committed ratgyreen packets that are within the excesshere exist ranges of values of the achieved rate for which
rate,yellow; and packets which are outside of the peak contraglken bucket parameters have no influence.
rate (the SLA)red. If the rate region that is represented by veom and Reddy [12] give a better model for committed
the yellow is divided into multiple subregions, each will beseryices, using the substantial construction that is atsed
represented by a different yellow hue, such that the ongs the under and over subscription states. The results éee qu
representing the lower rates (i.e., closegteer) will be called the same as given by Sahu et al. Specifically, they developed a
light hues, while the ones closer to the peak rate will beedall throughput model for an individual flow within an aggregated
dark hues. reservation, where the marker marks TCP packets from an
In a fair per-aggregate treatment, the color distributioa aggregation, using a per-aggregate SLA. They developed the
aggregate is proportional to its contract. For exampleyrass following equation that relates the realized bandwid#,of

that an aggregate A is permitted to send a 10Mbps excess ig{andividual flowi to the aggregated committed rafe, and
(averaged), while aggregate B can send 40Mbps excess rate.

If_ We use tWOye”OW hues _for the excess traffic and equa"y 1The extended version of this paper [2] contains more detaikscription
divide the excess rate region between the two layers that aréhe multi-priority dropping queue management

II. MULTI-COLOR AND QUEUING DROP DISCIPLINE
BACKGROUND



the network conditions observed by various flows within thallocation. The traffic demand that composes the SLA is ex-

aggregate, the round trip time7'T; and the packet losg;:  pressed by two rate§! R the average Committed Information

m ap % Rate andPIR average Peak Rate; and two burstiness para-
i A

B = =—— —-my (1) metersCBS the Committed Burst Size anflBS Peak Burst
ijlmi 4 4 Size. NC — 1 buckets are used: thgreen (CIR,CBS)-
Where token bucket;NC — 2 excess «;, bs;)-token buckets that are
associated with thgellow huey; whereryc_1 equals the
m; = 1 ) \/z,k — packet size ) PIR _andbch_l eqqusPBS. .
RTT; V pi Heinanen and Guerin [6] suggested a three color marking,

The manipulations that were done prior to this equatidffmed trTCM (two rate three color marking), that was addpte
contained a few assumptions. Let us outline some of the giveh the IETF DiffServ working group. It uses two cascading

assumptions and point out an opposite behavior that can hdfien buckets: for committed and for excess traffic. The
the differentiation process as follows: packets are colored in three cologgeen (within the CIR),

. . ellow (above theC' TR but within the PIR), andred (above
« Assumption: All the flows transmit packets of the sam : .
) o . he PIR), according to the allocation of the buckets.
size. Refutation: The token bucket mechanism prefers .
The MEF standard [1] proposed a different two bucket
short packets. . . o
A e . plementation for three color marking: £'( R,C BS)-token
« Assumption:This specific equation calculates the TC
sending rate during the conagestion avoidance habucket, as before, and an excegsl ,F BS)-token bucket.
9 9 9 P ere, EIR refers to the excess rate and equBIBR minus

:gfﬁgﬁn;nmﬁﬂigeiﬁﬂgﬁcst:gcvss'tgrlntﬁ;e; tOdayCIR and, EBS, the size of theyellow bucket and its goal is
y P : to get bursts within théZI R range.

o Assumption: Each TCP connection is assumed to have : . . .
Our simulations compare three-color vs. six-color marking

a fixed RT'T;. Refutation: Due to queue size oscillation o . :
and varying number of parallel TCP connectioRST} and use, §peC|f|c§1IIy, the MEF_token bucket setting, megerin
X and marking. This code was implemented and added by us
changes over time. . . ) i
Assumotion: A fixed packet drop probability. without to the ns-2 code. The colors in the six-color marking are:
* paon. P b P Y, reen red and 4 yellow hues. More colors enable better service

fully modeling the TCP rate adjustment feedback tgif‘ferentiation, but require more resources. It is out oé th

the loss eventsRefutation: It is difficult to provision : . X
. . : scope of this paper to find the optimal number of colors, what
correctly the queuing thresholds in order to achieve the : : : :
.we do instead is point out what makes a color separation work.

re_quwed_dr_oppmg pro_bablhty,_a fact that can result "We claim, that to achieve good service differentiation ¢her
high deviation from this equation
o . . . . should be a token bucket that works at a rate close to the
o Assumption: There is fairness in the coloring of all . . . : . ;

i i . system fair rate. Since in practice the fair share keepsgihgn
the connections within an aggregate such that it by the load on the system, a good separation must allocate
aggregate-contract yhey concluded that is the ratio of the Y, e . ysiem, a g para _

sum—of_arrivals ; . .~ 7 colors in a way that will optimize all possible cases doing
IN packets for the single connection, as wlefutation: . R :

. : better in the more "important” system regimes.
different parameters such as packet size and duratlon]_ . T

. he bucket size parameter is difficult to tune. Too large
affect the ratio. : : . .

_ _ _ bucket size enables high burstiness, namely many packkts wi

The mathematical model that is presented in these papges colored as conforming. Too small bucket size may lead
cannot predict the TCP sending rate within an aggregatengity 5 state where delay jitter will cause some packets to be
a complex traffic mix. marked as out-of-profile and eventually may be dropped. Even
assuming that the bucket size is tuned well to the contract
burstiness, we show that the packet size can determine its

An (r, b)-token bucket is a classical model that regulatemsarking. Specifically, smaller packets are significantlyreno
the traffic envelope using two parameters: the fill rate likely to be colored as conforming, and in the case of multi-
of the tokens, that dictates the average traffic rate, @ndcoloring, are more likely to be colored lightly. In the extre
the bucket size, that determines the allowed burstiness. Iitase only small packets will be colored as conforming. Any
metering and a policing system, the token bucket acts agpacket that is larger than the bucket size will be marked as
rate estimator (or a meter) and a marker. Any packet without-of-profile.
these limits is considered to be conforming to the bucket This becomes a problem when one is using many token
allocation, otherwise, the packet is non-conforming. W s@uckets to implement multiple coloring. There are various
that the conforming packets are within the rate recommendation regarding the choice of a committed and

In a marking system withVC' colors, NC' — 1 cascading excess burst sizes when two buckets are used. &iral[7]
buckets are used rather than one and it colors packetsstate that the trTCM marker performs best whHeR S equals
they arrive usingVC' colors: green for the committed traffic, CBS. Other recommend on a very small peak burst size
NC — 2 yellow hues for the excess traffic amdd for the (a few max length packets), comparatively to the committed
non-conforming traffic, according to the correspondingkatic burst size, since the intent is to strictly limit the peakerat

IIl. M ARKING USING TOKEN BUCKETS



while the committed rate to be exceeded for fairly long tim& gg;f) CIR PIR EIR CBS EBS Iﬁ'rruput
periods, meaning that the committed burst size should pe Scenario A
reasonably large (hundreds of packets). In our simulatien Wy 1 300K | 2M 17M | 18K 12K 817K
tried different combinations of bucket sizes and finallyided g 288E im é;m igi SE 25&
_that allowing too high burstlness fo_r the darker yellowsuttss 3 200K T 5. 7M— 18K 18R =AR
in a lot of drops and less differentiation. 5 150K | 1M 0.85M | 18K 19K 210K
6 150K | 1M 0.85M | 18K 18K 410K
IV. SIMULATION 7 150K | 05M | 0.35M | 18K | 12K | 257K
Our simulations were designed to measure the quality of8 150K | 0.5M | 0.35M | 18K 18K 257K
the differentiation mechanism by examining whetherdhe? |l bTOtj' 4]\/|[ 1-8(’;" ) |_g'\g AG|G7-2M_ (|] = AGA _ 3I2;"’V' [
parameters are respected, and whether the excess bdttlenet———2 W — =5 C7FCIR T 200 7 BIR T 5
link bandwidth is shared proportionally to th&IR values > | e 38l\S/Icena:ZKB e |
of the participated a_lggregat_es. _For this end, we examine thg 200k 2M 38T 18K 18K 833K
per-aggregate coloring distribution, as well as, the dotpr |3 200K | 2M 1.8M 18K oK 500K
distribution of the packets in the queue. In addition, wd wi[| 4 200K | 2M 1.8M 18K 18K 500K
check whether each TCP connection obtains its fair share ng iggi gm igm igﬁ EE ﬁgi
bandwidth within the aggregate. v 100K T 1M o oM T 18K 5K SE0K
. : 8 100K | 1M 0.9M | 18K 18K 250K
A. Simulation Setup Total | 1.2M | 18M | 16.8M N
We assume a number of aggregates traversing wide link&: = 4M, ex(bn) = 2.8, AGGcir = 0.3, AGGEir =6

tqwards a bottlenepk link. Each a.ggregate is metereq USINgB) E |: The SLA parameters of the eight aggregates that ausep
different SLA profile at the coloring gateway, at which th&cenario A and B. For each set we present the excess boklénikec
colors are assigned without distinguishing the differe@®PT and theCIR and ETR aggregation levels.

connections within this aggregate (Figure 1). There is only
gueue at the bottleneck link that absorbs the colored pscket

of all the aggregatés was designed to have a higher EIR aggregation rate. The
size of the committed bucket (CBS) is the same for all the
aggregates. Each scenario contains four pairs of aggeegate
(1,2),(3,4),(5,6), and (7,8). Their TB values are the same,
except for the excess burst size parameter, EBS. When using
six-color marking, the EBS is divided into four TBs (for
example: 18K EBS is translated into 4 TBs with the sizes
of 9000,4500,2250,2250).

The capacity of the bottleneck link is 4MbpsThe CIR
aggregation-levels are 0.45 and 0.3 in scenarios A and B, re-
spectively, and determine an under-subscribed statesiingea

Fig. 1: The simulation Topology. The bottleneck (BN) linkeds hat thegreenpackets will be guaranteed. Thed packets will
4Mbps. The rate of all other links is 100Mbps. The propagatielay always be dropped

of each link is 5ms. There are 8 aggregates, each enters tiverke
via a dedicated policing gateway

Per
Aggregate
Coloring
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sources
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Coloring
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Three-color 300K 2
We will make the following definitions with respect @, scen A (a) | Yellow |
the bottleneck link, and4, the group of the aggregates that logscale 2K 817K1.15M 1.58M 1.78M
flow over R, as follows: comm(A) = >, , CIR; is the scen A (b) | Y | v2 [v3[v4]
committed rate ofR; ex(R) = bw(R) — comm(A) is the Thieecolor | 200K 4
excess link rate oR. AGGcrr = comm(A)/bw(R) is the scenB (0) | Yellow |
CIR aggregation level. The&IR aggregation-level is the . | 200K 833K 2.IM  3.05M 3.525M
entire E1 R allocated on a bottleneck link divided by its excess ool |t [ v2 [v3]v4]
rate, AGGrir = (3_;c 4 FIR;)/ex(R). The fair throughput 6-color: inverted log 675K 115M _2.1M 4
of an aggregate is composed of it TR; and its fair share scale scen B () | Y] 5/2| Y3 | Y4 |

of the excess bandwidtBIR,,,, = (EIR;/AGGEIR).
Table | present two sets of multiple SLA combination§ig. 2: Rate assignment example for aggregate 1 in both sosna
which differ in the SLA parameters and the aggregatiognd both coloring schemes
level. Each scenario consists of 8 aggregates. Scenario B
We initially assigned a logarithmic scale for the rates of
2Usually multiple priority classes that require the sameayleire handled

by one queue, and we assume that all the metered aggregaties,following 3The bottleneck link speed and the SLA rate parameters wessechin
scenarios belong to the same delay class [8]. the appropriate proportions, scaled down from real Intespeeds.



the yellow hues. Namely each yellow strip is half the width Scenario A: Three-Color Coloring Distribution (@)

of its previous lighter yellow (Fig. 2(b)& (d)). Note thateh = riiow
figure shows the rates for aggregates 1 (for both scenarnits) b D ors
all the aggregates have the same picture only scales to their| _ T epRoRs
EIR range and shifted by their CIR value. In scenario (d) it is | w ~*~11LDROPS
clear that the multi coloring may have little effect sincesev T ororens
if an aggregate will consume twice as much as its fair share it |~ j;:: .

will still have all its packets colored with the lightest ol o W LELELELELET T

15 25 35 45 55 65 75 8 95 105 115 125 135 145 155 165

hue. Thus we also simulated the inverted log scale ((Fig) 2(e
where crossing the fair share in both ways results in differe
color distribution.

Another important set of parameters is the queue length and| ... [1_
the thresholds parameters. The maximum possible queueing] =
delay affects the RTT and the number of packets that can be
sent in a burst by a single TCP connection. The multi-GRED

Scenario A:  Six-Color Coloring Distribution (b)

s000 R

red 15

Number of Pack

11

s | =
thresholds should be set to balan_ce between the nee_d to lower ™ EL TL.LH;ii@i&@l@lllﬁ%%hh =rs
the average RTT and allow burstiness at all congestiondevel E L L | Emyn

. . Time (5 seconds) reen
(remember that different congestion levels cause the gteeue o etnops
balance at d|fferent yeIIOW hue) Scenario B: Six-color Color Distribution (b) 12 edrops
. 8000 y1 edrops
- 10 edrops
[[ Number of TCPs [ File Size | Packet Size | i 15 drops
2 L5MB 15008 o oo
8 75KB 15008 ——12.drops
32 15KB 15008
128 1600B 400B 5 oo i - _
500 4008 4008 o HHHH i w
[ s R e i B B B e A B B e = ‘a,
TABLE II: The traffic mix of each aggregate. st 25 s 45 s e 75 8 95 105 15 125 1%
Time (5 seconds)

For our simulations, we chose a complex traffic mix that iI§i 3: The coloring distribution over time where each caluim a
more appropriate for simulating the actual Internet trafis cag.ca'ding represer?tation of the number of the packets pbraedor,
a result we could observe TCP behaviors that were missgghing withgreenand climbing to the darkest color that was used.
by previous more simplified studies. Each aggregate hasTta three and six-color marking are show in (a) and (b) fonade
mix of TCP connection length, which represent a “deteA, and in (c) for scenario B
ministic Pareto distribution: long (elephants), mediumda

short (mice). The connection length determine at which TCP o o
congestion control phase the connection spends most of jt&) Color Distribution and Throughput Comparisoifigure

time. Short connections stay in the slow start phase, whitPresents the colo_ring distribution of all Fhe packets #rdve _
long connections tend to be mostly in congestion avoidamaé.t_he bottieneck link queue for scenarlo_A ano! B. The first
We also varied the number of active connections during tR&od of around 40 seconds has connections with short pack-
simulation life time. An important aspect of the simulatiwvas ets and hence_thg large number of pac_kets. in the flrst_columns.
to use a mix of packet length, which showed that the coIoriﬁ%S presented in figure 2 for. the logarithmic rate assignment,
is sensitive to this parameter. The traffic mix is presentd@® colors used for Scenario A are darker than for B: The
in Table IIl. To achieve different number of parallel TCPNrée-color marks more packets witad since the marking
connections, we distribute the start of the connection ger &'t using GRED on the yellow at lower thresholds; the six-
gregate using the Poisson distribution, i.e., the times/&et color marks with all the colors. The coloring distributiom i
connection initiation times are distributed exponengigith ISt column in figure 3(b), obeys the logarithmic assignment
an average of 0.045 sec). The simulation terminates when itil [ater the queue stabilizes around the fair point whitch

the connections are done (roughly around 160 seconds)eThy Yellow 1 and the darkest two yellows and the red almost
are two distinctive periods during the simulation: In thestfir Vanish- In scenario B (Figure 3(c)) where the fair share épde

40 seconds there are many short and long TCP connectiffiide the yellow 1 region we see mostyeenandyellow 1
in parallel; in the latter period only a few long connections AN @dgregate throughput is the effective number of the
remain. In our results presentation we distinguish betwegHccessfully transmitted bytes per second. The diffeagati

those two periods. In order to measure the effect of each iprachieved when the throughput per aggregate is propaition

the above parameters we performed an extensive simulaff8rtS SLA parameters. _
study using ns-2 network simulator. Figure 4 presents the throughput for scenarios A and B.

The rates of all the aggregates for both scenarios, as shown

B. Simulation results in the graphs, are higher than théid R values, which means



Scenario B Six-Color Coloring Distribution:
Rate assignemnet using Inv. log Scale

=== red 15
= y4 14
cy313
—y212

= y111
== green 10
——— red edrops|
—— y4 edrops

that their committed rates are achieved. Next we will check
whether the excess bottleneck link rate is shared among the
aggregates in proportion to theif/ R values.

The fair share of Scenario A is closer to the yel-
low 1 maximum rate than in scenario B and thus sce- o
nario A uses more colors and achieves better differen-
tiation. The better throughput differentiation for scedoar # o i
A for the three-color marking is explained by its higher %
EIR aggregation rate and its over-subscribed state [12]. o e ®

The six-color provides a very good differentiation regard-

y3 edrops
= . 12 edrops

y1 edrops
ITIWEMEM

10 edrops
o & o & & &
$ & e e P @

15 drops
y4 drops
13 drops
——— 12 drops
RN —— 11 drops

® ®

Six-color - Goodput per aggregate (b) ‘

ing the CIR and the PIR (Figure 4 (b)). The result- 1000000 —— agg200K,aM,18K 12K
ing averaged throughput vector for the six-color marking is |23 SIS V|~ ssovemncanaocaon
(8TOK 620K 550K 550K 420K 420K 279K 279K), which ST M ||| — sosisocaanciag
is very close to the fair vector, which is presented in Table | [ - ’\’M‘A‘\\)\ﬂ \ \X\L — §§i§§§§§§§£

though the aggregates with the highPgtR values (aggregates PR AR AN AN SRS
1 and 2) fluctuate around the 817K fair value. The per- Time
aggregate throughput, as demonstrated in 4(a) for thrieg-co . . .
marking, are more condensed, but the SLA order is kept. Fig. 5: The effective throughput scenario B for three (&) @ixecolor
The differentiation for scenario B by the three-color mar b) policies, regpectlvely when an inverted logarithmialeds used
L . ! o0 the rate assignment
ing is very poor. The six-color marking demonstrate better
differentiation according to th€’I R and to thePIR values,
though worse than what was achieved for scenario A.

2) Packet Size and Color Distribution Comparisohve
would like that the coloring within an aggregate will be
distributed uniformly over all the packets. The coloringlane
per packet because the queue management drops or accepts
packets. However, since the token bucket counts bytes, an

Scenario A: Three-Color Goodput Per Aggregate (a)

900000

600000

300000

GoodPut (Bytes)
Avrged over 4 secs

0

4 12 20 28 36 44 52 60 68 76 84 92 100108

Scenario A: Six-Color Goodput (b)

KA

900000

—agg1,300K,2M,18K,12K
——agg2,300K,2M,18K,18K

agg3,300K,1M,18K,12K
——agg4,300K,1M,18K,18K
—agg5,150K,1M,18K,12K
——agg6,150K,1M,18K,18K

increase in the packet size reduces the number of packets
that are coloredyreen We demonstrate this by the following
results.

We use three possible packet sizes that can arrive at the
coloring gateway: (1) 40 byte TCP SYN packets, (2) 440 byte

——agg7,150K,0.5M,18K,12K
—agg8,150K,0.5M,18K,18K

data packets used for transfer of 440B and 1600B byte file
sizes, and (3) 1500 byte data packets used for transfer of
15K, 75K, and 1.5M byte file sizes. Denote M, and

L the number of the packets of sizes 40, 440, and 1500B,
e respectively. Further, denote by, M, and L, the number

of the green packets per each size. Upon a uniform coloring
distribution, we expect tha:S : M) = (S, : M), (S: L) =
(Sg:Lg), (S:L)=(Sg:Ly)and (M : L) = (M, : L,).
Table Il presents the coloring results of three and six dotp

Figure 5 presents the coloring distribution and the threugfPt scenario A. For both coloring schemes it is clear that the
put of another simulation where we used the same paramet@uo of short green packets to longer green packets is highe
as in scenario B except that the logarithmic yellow hu@@n the ratio between the total number of corresponding
assignment was inverted (see Fig. 2(e)). The demonstrakagkets. In addition for the same packet size, ¢ ratios
differentiation quality is absolutely better. among the aggregates are not kept.

In general, the coloring distribution and the differerigat ~ Following the above finding regarding shorter packets and
process is significantly affected by the load and activity dfies preference, we will compare the duration of file trarsmi
other marked aggregates over the bottleneck link and can v&ion and dropping ratios, per file size.
according to its excess bandwidth. For instance, in figubg@ 4( 3) The Packet Loss and the transmission Duration Com-
for the six-color marking at 100 seconds, we can see that whgarison: This section will check whether the TCP connection
aggregates 1 and 2 terminate, packets of aggregates 3,/ 5,share is proportional to the CIR and PIR values of the
6 increase their throughput to 750Kbs. It is also reflected aggregate it belongs to. We treat the file transmission ahurat
the last columns of the "coloring distribution” graph in Big and the packet loss ratio as the metrics to compare and neeasur
3(b) where the colors are darker when the total number whether a single connection obeys the contract. The foligwi
packets is smaller. results show that it depends on the connection length, pecke

600000 1

NERIUA

4 16 28 40 52 64 76 88 100 112 124 136 148

GoodPut (Bytes)
Avrgd over 4 Secs

Fig. 4: The effective throughput of all the 8 aggregates diwae (in
resolution of 4 seconds) in scenario A for three (a) and 6ioic(b)
policies, respectively



( Scenario A [
three-color marking]] S=40§ M=440] [=1500 S:M | S:.L | M:L ||
Total 5381 | 10563 | 14533 | 0.51 | 0.37 | 0.73

440B is composed of a SYN packet and four data packets
that are sent in the slow start phase. In case of a drop, the

Colored Green 5367 1 6330 | 3328 [ 085 | 1611 19 c_onnection is delayed by the initially set timeout (i.e, the
Green / Total 0.997[ 0.599 | 0.228 timeout and the RTT values are not tuned because of the

[ six-color marking_ || S=408 M=440] [=1500 SM [ S.L [ MiL ] small number of packets that were sent). This is the reason
Total 5380 | 10143 ] 14433] 053 [ 0.37 | 0.70 || that the transfer times we found are in a multiplication of
Colored Green 5369 | 6184 | 3302 | 0.86 | 1.62 | 1.87

200 ms, which is the RTT estimation. Figure 6 presents the
transmission times of these TCP connections for scenario A.
TABLE III: The number of total packets and the number of theegr 1N€ transfer times are around 0.3 seconds when there are

Green / Total 0.997| 0.61 0.228

packets per each size and the ratios within each size group. no losses, 0.4 seconds when one data packet is lost and
causes a timeout, 0.8 seconds when there are 2 drops, and

Three-Color Marking: Per Flow transfer time (a) fewer connections can take 1.6, 3.2, 6.4 and 12.8 seconds

' 2 § : s § i 2 transfer time. The higher numbers are usually a result from

the rare dropping of the SYN packets. The redultow
that the differentiation quality is much better than for the
former file size. The six-color marker differentiate thenster
Ll LUl Rl times according to th€' IR and thePIR values whereas the
153 115 172 229 286 343 400 457 514 571 620 B85 742 799 B56 913 970 three CO|0r provides a p@IR dif‘ferentiation 0n|y, When
Six-Color Marking: Per Flow transfer time (b) comparing the percentage of the loss for this file size batwee
the 8 aggregates we got the same results . The bucket size has
L no effect since these connection are not bursty.
The transmission of a 15KB file with a packet of 1500B
is composed of ten packets and thus remains in the slow
start phase. The drop ratios for this file are very high (adoun
1 68 118 172 229 286 343 400 457 614 571 B28 685 742 799 856 913 970 . .
Flows 47%) because of its short length and its long packet and they
result in a very bad differentiation. In any case the sierat

Fig. 6: Termination times for 1600 byte files (128 connedtioh8 coloring policies provide definitely better differentiati than

aggregates): starting from the left with those that belangdgregate o 06 color schemes. The 75KB file is long enough to
1 and progressing to the right to aggregate 8. The upper hrisss )

the aggregates. The lower axis shows the connections nufigere €ach the congestion avoidance phase, although it iteeates
(a) show the termination times for the three-color markitngt are ot among the two phases because of the load. Relatively to
coupled by theCTR: aggregates 1-4 and 4-8 have similar resultsts size, its drop ratios are smaller than the former file ,size
Figure (b) show that results are coupled by tieR and thePIR. 3 fact that causes better differentiation. The longest file s
transmits 1.5MB and its packet size is 1500B. There, TCP

_ _ ~ stays in the congestion avoidance stage most of its duration
size, and RTT and that not always the differentiation ia|l the policies demonstrate a nice differentiation regagd
possible. Whenever a differentiation is achieved the sboiC the transfer time and the packet loss ratio.
marking provides a better differentiation.

All the connections start with sending a short SYN packet. V. DisCUsSSION

A drop of a SYN packet causes a long "connection estaj: per-Color Rate assignment and Queue Parameters Setting
lishment” timeout of 5.5 seconds to delay the transm|SS|ono its show that multi colori . the dif
in case of congestion. In a coloring system, very few SYN urresults show that muiti coloring can improve the diter=

packets are dropped because they are colg®n with entiation _qu_ality with respect to the committed and the szce
probability close to 1, as was shown in the previous sectiQrFteS' This |.mpr0vement depends on the SLA parame.te.rs,_per-
Such a scheme ignores the TCP connection setup congesti ate gs&gnment a.nd queue Iength threshold§ provigonin
control. Furthermore, there is no difference in the number 8 The six-color marking policy achieves good differentiatio

the established connection in the different aggregates. etween the aggregates according to (heR? and thePIR

The transfer time of a 440B file should take two RTTsr'altes when the TB rate level is below _(or clo_sel_y above) the
IRaceq,. It provides good excess differentiation whereas

one for the SYN packet and one for the data packet. The ; : ; .
. . . . the three-color marking differentiates only with respecthe
drop probability of a data packet consists of its probaptiit . :
. . CIR values. Further more, six-color marking results show
be colored by other color thagreenaccording to its SLA.

When comparing the duration time and the drop percentathgt: (1) The sending rate of the long TCP connections in

for these files, we found that there is no differentiation forggregates with a lowePIR values, are more stable and

both scenarios because the small data packet drop prdbabﬁf(pe”ence less drops; (2) when thé 1z values are higher, a

is low enough to make the drop event too sporadic to caudtd®’ bucket size (by comparing aggregate 1 to aggregate 2)

meaningful dlf_fer_entlatlon between gggre_gates. ) “In order to map the quality of the differentiation, we usedasity diagram
The transmission of an 1600B file, with a packet size @fistogram) of the transfer times.

Duration in seconds
o - mow e oo

w

[N}
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can improve the throughput of the aggregates. We used in diles and are inadequate for mix length scenario. In addition
initial simulation a logarithmic scale that set thellow 1 hue such models of aggregates differentiation by marking, oann
rate too far above the target throughput. It proved to be legssume a constant drop probability, since the drop depends
effective than an equal division or inverted logarithmialsc on a variety of factors such as flow size, burstiness, TCP
of the rate range. Since the EIR aggregation level dependsaamgestion phase, and packet size.
the bottleneck link rate, a network administrator shouklggs ~ The situation where shorter packets are favored in coloring
the rates only by estimating this ratio. Finer color divisiof may cause users to artificially send shorter packet to imgrov
the excess range leads to smaller rate subregions andsesretheir performance through markers and global network effi-
the accuracy of this estimation. ciency will be lost. Thus, it is important to devise coloring
The other network design issue that the network admimplementations that do not exhibit such behavior.
istrator should deal with is tuning the multi-GRED queue
thresholds to enable a differentiated dropping accordmg t
the yellow hues and still achieve a stable average queue sizelhe research of multi-coloring marking is an urgent need
(AQS). Indeed, a higher number of dropping priorities resuiven the industrial trends. The token bucket is the most
in a better differentiation quality. However, with no a piio Popular tool in today industry for SLA management. However,
knowledge about the traffic mix it is impossible to tell at whamost of its users are not aware of the impacts of different
AQS the system will stabilize. In a highly congested simiati Settings on marking. In particular, people are not aware of
when it is likely that due to competition most aggregate$ winow this translates to TCP performance. Previous analytica
not be able to transmit dargellow hues, the AQS is expectedmodels and papers already showed the difficulties in tuning
to be high since only then the queue reaches occupancy leJBRse parameters and generalizing this problem. In thik wor
where packets are discarded. On the other hand, if ma#§ highlight these difficulties and confusion by considgran
flows are inactive, and there is little competition for capgc realistic Internet traffic when two and more colors are used.
flows can reach the darkest yellow hues. In this situatioffe show that in a complicated environment that consists of
the queue cannot grow much since it will quickly hit aPlenty of parameters, an addition of even a few more colors
occupancy when darellow packets are dropped and TCFean significantly improve the differentiation quality angon
will react accordingly by halving the transmission rate.eThaggregates.
differentiation capabilities are kept, though the AQS ahd t

queuing delay is unknown. ' o
Another traffic engineering inconsistency can happen Whe[I]I] O. Aboul-Magd. MEF traffic management specification. MeEthernet
’ Forum, May 2004.

the rate estimator and marker a§3ign5 .CO|0I’S by bytes, aStﬂa? M. Allalouf and Y. Shavitt. A simulation study of multietor marking
token bucket does, and the queuing policy handles the agrivi of tcp aggregates. Technical report, Dept. of Electricagjifeering —
traffic by packets, as the multi-GRED queuing management. Systems, Tel Aviv University, 2007. Technical Report EES2039.

: - : [3] C. Barakat and E. Altman. A markovian model for tcp anay® a
Sl_nce the COIO”ng pO“Cy prefers S_hort packets and tags) the differentiated services networkTelecommunication Systen25:129—
with a lighter color, such agreen it can happen that there 155, 2004.
are much morgreenpackets than what was intended by the[4] Z. Cao, Z. Wang, and E. Zegura. Rainbow fair queuing: Baindwidth
network administrator. The queue get larger and higherredlo __ sharing without per-flow state. IINFOCOM March 2000.

. 5] M. Christiansen, K. Jaffay, D. Ott, and F. D. Smith. TupiRED for
packets get dropped although the delay of the queue is not 8 web traffic. InSIGCOMM pages 139150, 2000.

VI. CONCLUDING REMARKS
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