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Abstract—Sensor networks are often deployed more densely
than would be minimally required. In such cases, node scheduling
protocols can be used to determine which nodes are active,
and which nodes sleep so as to conserve energy and prolong
network lifetime. A drawback of node scheduling approaches,
however, is delay due to node or communication failure(s),
and subsequent wake-up of replacement node(s), during which
monitoring coverage of some sub-region may be lost. This paper
proposes an alternative approach for use in contexts in which the
objective is to periodically collect sensing data that completely
covers a region of interest. In the proposed approach, nodes
dynamically determine during each round of data collection
whether they should transmit their data, or whether their area
is covered by neighbouring nodes that have already transmitted.
Both unicast and broadcast-based data collection protocols are
designed, and their performance compared using simulationto
that of data collection protocols relying on node scheduling.
Our results suggest that the coverage-preserving broadcast-based
protocol can greatly improve reliability at the potential cost
of increased traffic volume owing to non-minimal selection of
transmitting nodes.

I. I NTRODUCTION

Area coverage is a common requirement in sensor network
applications [1]–[3]. Sensor nodes must be deployed over
some geographic region such that each point within the region
is covered by the sensing capability of at least one node.
We assume that sensors close to each other have correlated
readings to be representative of the overlapped area. One
approach to achieving area coverage is through optimized
placement of a minimal number of sensors [4], [5]. Often,
however, it is not feasible to optimize placement, and in
any case, substantial redundancy may be desired owing to
the possibility of sensor node and/or communication failures.
For these reasons, sensor nodes may be deployed much more
densely than would minimally be required.

To conserve energy and prolong network lifetime, node
scheduling protocols may be used that cycle nodes between
active and sleep states [1], [6]–[10]. The set of active nodes
at any given point in time is sufficient to achieve the desired
area coverage. A potential drawback of node scheduling ap-
proaches, however, is that there may be a significant delay
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between (persistent or transient) node and/or communication
failures, and subsequent wake-up of replacement node(s).
During this time area coverage may not be complete. One way
to address this problem is to choose the set of active nodes
so as to provide redundant coverage, with each point covered
by k > 1 active nodes [9]. There is a tradeoff here between
reliability and energy use. Higher network load and contention
are also possible with more nodes in the active state. Note that
in failure-prone environments, even fork = 2 there may be
significant probability of a loss of area coverage.

In this paper, we propose an alternative approach for effi-
ciently maintaining area coverage in dense sensor networks.
This approach is applicable in contexts in which the objective
is to periodically collect, and transmit to a sink node, sens-
ing data that covers the region of interest. In the proposed
approach, rather than being (semi-)statically scheduled,nodes
dynamicallydetermine during each round of data collection
whether they should transmit their data, or whether the set of
neighbouring nodes that have already transmitted is sufficient
to provide coverage.

In comparison to having all nodes collect and transmit their
data, the proposed approach substantially reduces network
traffic load and contention. Energy savings depend on the
relative energy costs of data transmission, receiving data, idle
listening, and sleeping. Techniques have been proposed that
can substantially decrease the energy cost of the idle listening
state [11].

In comparison to node scheduling approaches, the simu-
lation results that we present in Section V suggest that the
proposed approach can greatly improve reliability (yielding
an order of magnitude reduction in uncovered area, in some
cases), at the potential cost of increased traffic volume because
the selection of transmitting nodes is not minimal. We design
specific aggregation protocols implementing this approachand
compare them with corresponding node-scheduling protocols
[12]–[15]. For some of the protocols we consider, we as-
sume the sink (and intermediate nodes) may receive multiple
aggregates including the same sensor value, either because
aggregation is duplicate insensitive (e.g., only the maximum
sensor reading is needed), or duplicates can be filtered (each
aggregate is a concatenation of sensor values).

In contrast to implementing a node scheduling protocol, and



separately an aggregation protocol that operates among the
active nodes, we design protocols that integrate aggregation
together with dynamic determination of which nodes transmit
during each data collection round for both unicast-based and
broadcast-based communication. In the unicast-based protocol,
an aggregation tree is formed among all nodes, with the
sink as the root [12], [16]. Each round, the interior tree
nodes aggregate the data received from their child nodes,
and forward their aggregate packets towards the sink. The
leaf nodes rely onoverhearingto determine whether or not
their sensing area has been covered by neighboring nodes that
have already transmitted during the round, and if so, refrain
from transmitting. The key problem in the design of such a
protocol is how to dynamically determine node transmission
orderings that are “efficient”, i.e. nodes crucial to achieving
area coverage transmit earlier and so enable other nodes that
hear their transmissions to remain silent.

With the unicast-based protocol, failure of one of the
interior tree nodes results in the loss of all of the data from
the corresponding sub-tree. The broadcast-based protocolthat
we design addresses this weakness by eliminating the static
tree structure, using instead a ring topology [17]. As with
the unicast-based protocol, the key design problem is that
of dynamically determining the transmission orderings in a
coverage-aware manner.

We compare the new protocols with conventional unicast-
based and broadcast-based data aggregation protocols relying
on node scheduling, using simulation. Our comparisons are
conservative with respect to the amount of generated network
traffic in the node scheduling approach, since we assume
optimal selection of a minimal coverage set. In practice,
this would not be possible, owing at least to the need for
cycling nodes between active and sleep states, rather than
statically choosing a minimal coverage set to remain active
at all times. The performance of the protocols is evaluated
for both an independent random error model, and a two-
state Gilbert error model. For both error models, the proposed
broadcast-based protocol is found to provide greatly improved
reliability in some cases, at the potential cost of increased
traffic volume. The unicast-based protocol, in contrast, is
found to yield similar reliability as unicast-based aggregation
with node scheduling.

The remainder of the paper is organized as follows. Sec-
tion II reviews related work. Section III presents our new
unicast-based and broadcast-based coverage preserving aggre-
gation protocols. Section IV describes the baseline protocols
relying on node scheduling against which our performance
comparisons will be made. Simulation results comparing the
performance of the new protocols with the baseline protocols
are given in Section V. Section VI concludes the paper.

II. RELATED WORK

There has been considerable prior work on node scheduling
in densely deployed sensor networks, under some area cov-
erage constraint. Both deterministic and statistical constraints
have been considered. With deterministic constraints [1],[3],

[6], node scheduling must guarantee the desired coverage level
whenever this coverage is possible to achieve. Note that this
requires precise sensor node location information.

Examples of node scheduling protocols providing statistical
area coverage are LDAS (Lightweight Deployment-Aware
Scheduling) [7], PEAS (Probing Environment and Adaptive
Sensing) [8], and RIS (Randomized Independent Schedul-
ing) [9]. In LDAS, each node keeps track of the number
of working neighbors. When this number exceeds a thresh-
old computed based on the coverage requirement, the node
randomly selects some of its working neighbours and sends
tickets to them. When a node collects enough tickets, it goes
to sleep after a random back-off time. The PEAS protocol
attempts to minimize the state information kept at each sensor
node. Nodes sleep for a randomized period of time, with
mean value adaptively determined. When a node wakes up,
it broadcasts a probe message that determines if there are any
nearby active nodes. If there are, the node goes back to sleep.
In RIS, at the beginning of each time cycle, each node decides
to stay active with a probabilityp. For this scheme, Kumaret
al. analyze how many sensors should be deployed in an area
so that every point of the area is almost always covered by at
leastk sensors [9].

While node scheduling protocols aim to reduce or eliminate
redundancy in theset of active sensor nodes, data aggregation
aims to reduce redundancy in thedata trafficthat is generated
by these active nodes. Our proposed protocols dynamically
determine which nodes transmit in any particular round of
data collection/aggregation. Thus the energy cost of the idle
listening state is an important factor in the energy efficiency of
these protocols. Jurdaket al. [11] quantify the energy required
for unicast-based aggregation when static and semi-staticnode
scheduling protocols are used, together RFIDImpulse. When
using the wake-up radio protocol in RFIDImpulse, total energy
usage is proportional to packets transmitted.

Existing protocols for data collection using aggregation
may be classified as either unicast-based [12], [13], [16] or
broadcast-based [17]–[20]. TAG is a unicast-based aggregation
service [12] in which each node, beginning with the sink,
informs its children in an aggregation tree of the interval
during which it will be receiving data. A child’s transmission
interval is fixed as the receiving interval of its parent. Thus,
the sensors at thei-th level of the aggregation tree,1 ≤ i ≤ H ,
share transmission intervalH− i, whereH denotes the height
of the tree. Gobrielet al. [18] and Motegiet al. [19],have de-
signed broadcast-based aggregation protocol mechanisms for
“duplicate sensitive” aggregation in which the sink must never
receive multiple aggregates including the same sensor value.
Our previous work introduced broadcast-based protocols for
the case in which it is acceptable for nodes to receive multiple
aggregates including the same sensor value [20].

III. C OVERAGE PRESERVINGAGGREGATION (CPA)

We assume a context in which sensor readings are made
periodically with period durationτ . Sufficient data is to be
returned to the sink each round, so that for each point in the



monitored region, the sink receives the data from at least one
sensor whose sensing range covers that point.

The “coverage preserving” aggregation protocols that we
propose integrate data collection using aggregation, together
with dynamic determination of the nodes from which data
should be collected. Each round, each non-sink node will
transmit only if its sensing area is not completely covered by
those neighbouring nodes that have already transmitted, and/or
if the node must forward data received from other nodes. The
goal is to minimize the number of transmitting nodes while
ensuring no (or minimal) loss of area coverage.

We assume each node has a deterministic sensing range
[1], [6]–[9] and knows its own location and the locations of
its neighbouring nodes. A pointp is covered by a noden if the
distance betweenp andn is less than the node’s sensing range
R; i.e., noden provides coverage of a region bounded by a
circle with radiusR. It is assumed that the transmission range
of each node is sufficiently large to reach all nodes whose
sensing area overlaps with its own.

As in TAG [12], rounds are divided into intervals of identical
durationI, and nodes that areh hops away from the sink are
scheduled to transmit during intervalH − h, whereH is the
maximum number of hops. We assume each nodei knows its
hop counthi. For both unicast and broadcast protocols, all
nodes agree on the same base timeT0 defining the beginning
of the first round.

Each interval is divided into two phases, and each node
transmits during one or both of the phases, depending on
conditions explained in each following subsection. The relative
length of each phase is determined adaptively by the relative
traffic volume.

The percentage of the interval that is used for communi-
cation is bounded by the time needed as a gap, denoted by
λ, between the two phases of transmission, and between two
transmission intervals. The gap allows transmissions fromone
phase/interval to finish before the next phase/interval begins.
Previous experiments have shown thatλ = 0.1I provides good
end-to-end loss rates. The remainder of the interval is usedfor
the two phases, in this case0.8I.

To spread out transmissions within the first phase of an
interval, a random delay value∆1j

i is chosen in each roundj
by each nodei, such that the transmit time isT0 +(j− 1)τ +
(H − hi)I + ∆1j

i if the transmission is in phase 1. The range
of ∆1j

i is [0, (I − 2λ)fi]. The value offi is determined as
described in Section III-A. If the transmission is in phase 2,
another delay value∆2j

i in the range[0, (I − 2λ)(1 − fi)] is
chosen and the scheduled transmission time isT0 +(j−1)τ +
fi(H − hi)I + (I − λfi) + ∆2j

i , as shown in Figure 1.

Fig. 1: Phase length determination

A. Unicast

The proposed unicast protocol is tree-based, with the union
of the routes from the sensors to the sink forming an ag-

gregation tree with the sink as its root node, as shown in
Fig. 2. Circles indicate sensing ranges, and it is assumed that
the transmission range is twice the sensing range.H denotes
the tree height.
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B, C, and D have transmitted.
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Fig. 2: Unicast CPA

In the initial round of data collection,fi = 1 and there is no
second phase. Each nodei aggregates the data it has received
for this round, and schedules its packet transmission according
to the previously described Phase 1 formula. At the scheduled
transmission time, nodei actually transmits only if it is an
interior (i.e., non-leaf) node, or if it has not overhead data
transmissions, or acknowledgements of data transmissions,
from a set of nodes that cover nodei’s sensing range.

For each subsequent round, there are two phases. Nodes that
must forward data received from other nodes, and nodes that
are dynamically determined to be important to achieving area
coverage, schedule their transmissions for their first phase. In
particular, since interior tree nodes must forward data received
from their children, they transmit during their first phase.

The action taken by a leaf node depends in part on what
happened during the previous roundj − 1. Specifically, if,
by the end of roundj − 1, a leaf nodei has overheard data
transmissions, or acknowledgements of data transmissions,
from a set of nodes that cover nodei’s sensing range, then
node i schedules its transmission for roundj to be during
its second phase. Otherwise, nodei schedules its transmission
to be during its first phase. Again, nodei actually transmits
only if it has not overhead, during the current roundj, data
transmissions, or acknowledgements of data transmissions,
from a set of nodes that cover nodei’s sensing range.

The relative durations of the phases into which nodei
divides its respective interval (as determined by the valueof
fi) are dynamically determined so as to match the anticipated
relative traffic volumes in nodei’s neighbourhood, using an
Exponentially Weighted Moving Average (EWMA) strategy.
Let F j

i andSj

i denote the number of first-phase and second-



phase data transmissions that nodei hears from the nodes in
the same ring during round. Each data packet includes a bit
indicating which phase the transmitting node was in when the
transmission occurred. At the end of roundj, nodei takes as
its updated value offi a weighted average of the old value
of fi, and the measured fraction of first-phase transmissions
during that round:(1−δ)fi+δ(F j

i /(F j

i +Si)), whereδ (0.125
for the simulations of Section V) is a parameter determining
the weight given to the most recent measurement.

B. Broadcast

The broadcast CPA protocol that we design organizes nodes
into a ring, rather than tree, topology [17]. As shown in Fig.3,
The sink is the only node that is located in ring 0, nodes one
hop away from the sink are in ring 1, and in general nodesh
hops away are in ringh. As in the unicast protocol, nodes in
different rings are allotted different time intervals within each
round of communication for their transmissions. Denoting the
maximum hop count from the sink byH , the nodes in ring
h transmit in intervalH − h. Each ringh node aggregates
all of the data it has received from broadcasts for the current
round (from neighbouring nodes in ringh+1, as well as from
neighbouring nodes in the same ringh that transmitted earlier
within the interval), for their own broadcasts. Each broadcast
packet includes a bit vector indicating the nodes whose data
is aggregated in the packet. It is acceptable for the sink to
receive multiple aggregates including the same sensor value.

Ring 4

Node A cancels its transmission after receiving
B, C, and D’s broadcasts.

Ring 3

Ring 2

Sink
Ring 1

X

Sink

A

B

C

D

Fig. 3: Broadcast CPA

Each nodei divides its respective interval into two phases,
with gaps as previously mentioned, according toλ = 0.1I. For
the first round,fi is chosen as 0.9. For subsequent rounds, the
value offi is updated as in the unicast protocol. To improve
reliability, in some cases a node may transmit in both phases.

A scheduled transmission by a nodei is cancelled ifboth
of the following conditions hold at the time the transmission
was to have occurred:

• for each node in ringhi + 1 that nodei has heard a
broadcast from, for the current round, nodei has also

heard a broadcast from some other node in ringhi that
has included that node’s sensor data in its aggregate;

• the set of other nodes whose data nodei has aggregated
for the current round (from the broadcasts it has received)
cover nodei’s sensing area.

The first of these conditions is needed to ensure that for each
node in a ringh + 1, there is at least one node in ringh that
forwards its data.

For the first round, each node computes a time to transmit,
based on the first phase formula. If this first broadcast is made,
i.e., one or both of the above conditions did not hold, a second
broadcast is scheduled (for improved reliability) within the
second phase. This second broadcast is made only if one or
both of the above conditions does not hold,andnodei has not
heard a broadcast from some other ringhi node, subsequent
to nodei’s first phase broadcast, that includes its data from
this broadcast.

For each subsequent round, nodes schedule transmissions
much as described above for the first round, except that a
transmission is scheduled for the first phase of the respective
interval only if one or both of the above bulleted conditions
did not hold at the end of the previous round. Otherwise, a
transmission is scheduled only for the second phase.

IV. DATA COLLECTION WITH NODE SCHEDULING

The performance of the proposed protocols is compared
to that obtained by using node scheduling together with
conventional unicast and broadcast aggregation protocols. Our
evaluation of this approach is optimistic with respect to the
amount of generated network traffic. Rather than evaluate any
particular practical node scheduling protocol, we apply an
optimization algorithm to find a minimal coverage set (i.e.,
a smallest set of active nodes such that the sensing area they
cover is the same as that of the set of all nodes). Data collec-
tion using aggregation is then performed over the nodes in this
minimal coverage set (hereafter denoted MCSA). We use the
conventional synchronous unicast and broadcast aggregation
protocols [20] for comparison, and their deployment in this
context is described in Sections IV-A and IV-B respectively.

A. Unicast Aggregation

The unicast aggregation protocol we consider matches the
unicast CPA protocol proposed in III-A, with the following
differences. An aggregation tree is used, but now just including
the nodes in the minimal coverage set. Nodes at different levels
of the tree are assigned to different intervals within each round
of communication, as previously. Each round, nodes schedule
their transmissions in their respective intervals exactlyas is
done in the first round in the CPA protocol. Unlike in that
protocol, there is no protocol mechanism for cancelling a
scheduled transmission.

B. Broadcast-based Aggregation

As in unicast aggregation, the broadcast-based MCSA pro-
tocol matches the broadcast CPA described in III-B, with the
following exceptions. Each interval is divided into a first and



second phase, but unlike in CPA protocol, the durations of
these phases are determined by a fixed parameterα (0.8 in the
experiments). All nodes in the minimal coverage set transmit
in the first phase, and some nodes also transmit in the second
phase as well, for improved reliability.

Specifically, in each roundj, nodei picks a random value
∆1j

i between 0 and(α − 0.1)I, aggregates the data from the
broadcasts it has received for this round, and transmits at time
T0 + t(j − 1) + (H − hi)I + ∆1j

i . Nodei then picks another
random value∆2j

i between 0 and(1−α−0.1)I. A broadcast
is made in the second phase, at timeT0+t(j−1)+(H−hi)I+
αI + ∆2j

i , if, by this time, nodei has not heard a broadcast
transmission from some other node in the same ring that has
included nodei’s data owing to the other node having heard
nodei’s first broadcast.

V. COMPARATIVE EVALUATION

Performance is evaluated using ns2 simulations. The metrics
considered are (1) the average percentage of uncovered areain
each round of data collection, (2) the average number of packet
transmissions/receptions per round (for unicast, including both
initial data packet transmissions, and link layer retransmissions
and acknowledgements), (3) the average number of nodes
that transmit per round, and (4) the average number of bytes
transmitted/received per round. The last three metrics yield
insight into relative energy usage. The uncovered area in each
round is that area which is not covered by the nodes whose
data is included in the aggregates that are successfully received
at the sink. Node area coverage is determined based on a
division of the region into cells. A cell is considered covered
when the center of the cell is covered by a node.

Sensor fields are generated by randomly scattering nodes
in square areas. The node closest to the center of the area is
selected as the sink.1 Sections V-A and V-B show results for
a sensor network with 320 nodes deployed over a 250 metre
by 250 metre area. The cell size we use to determine node
area coverage is 2 metres by 2 metres, giving 15625 cells in
total for this network. With all 320 nodes, about 99.4% of the
area is covered. The size of a minimal coverage set covering
the same area is 96 nodes. Section V-C shows performance
results for both lower and higher density networks.

A MAC layer using CSMA/CA without RTS/CTS [21] is
simulated for the unicast protocols, This MAC layer specifica-
tion matches closely with the MicaZ motes2 used in previous
implementation experiments [20]. For simplicity, each node
has a transmission range of 40 metres and maximum rate of
2 Mbps. Different maximum numbers of link layer retrans-
missions (3 and 8) are simulated for when the sender fails
to receive an acknowledgement. The same transmission range
and data rate are used for the broadcast-based protocols. All
nodes have a sensing range of 20 metres.

The period durationτ (and corresponding interval duration
I, chosen asτ divided by the maximum hop count to the

1When evaluating aggregation using a minimal coverage set, we (optimisti-
cally for this approach) select from only these nodes.

2Crossbow: http://www.xbow.com

sink) is chosen sufficiently large that network contention is
minimal. We make no assumptions regarding the type of
aggregation that is performed, but consider two extreme cases
with respect to how packet size grows with the number of
aggregated values. In one of these, it is assumed that sensor
data can be aggregated into packets of size that is independent
of the number of aggregated values (chosen as 52 bytes in the
simulations reported here). In the other, required packet size
is assumed to increase linearly with the number of aggregated
values (at 4 bytes per value).

Section V-A evaluates protocol performance under an inde-
pendent random error model in which physical layer packet
loss occurs independently for each packet, with a fixed prob-
ability, and in which there are no node failures. Section V-B
considers performance with a two-state Gilbert error model
that can reflect longer link outages and partial node failures,
depending on the parameter settings. The impact of network
density on performance is explored in Section V-C.

A. Performance for Independent Random Error Model

Figs. 4 to 6 show the performance of both the proposed
CPA protocols, and the MCSA protocols, for the independent
random error model. Each figure plots one of the performance
metrics as a function of the physical layer packet loss rate
(expressed as a loss probability).

Fig. 4 shows the average percentage of uncovered area in
each round, when the packet size is fixed. Results for when the
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Fig. 4: Uncovered Area per Round: Independent Random Error
Model (fixed packet size)

packet size increases with the number of aggregated values are
similar. As the loss probability increases beyond 0.1, broadcast
CPA significantly outperforms broadcast MCSA, and all of
the unicast protocols with a link layer retransmission limit of
3. Broadcast CPA begins to outperform the unicast protocols
with a link layer retransmission limit of 8, as well, once the
loss probability exceeds 0.4. These results are explained by
the fact that as the packet loss rate increases, the broadcast
CPA protocol correspondingly increases the number of nodes
transmitting their sensor data in each round, as seen in Fig.5.
The number of transmitting nodes is fixed at 96 for the
minimal coverage set protocols.
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Unicast CPA however, yields only modestly improved cov-
erage in comparison to unicast MCSA. The relatively poor
performance in comparison to that with broadcast CPA shows
the impact of packet loss by the interior tree nodes.

The average number of bytes transmitted per round is shown
in Fig. 6 for both the fixed and increasing packet size cases.
Plots for the average number of packet transmissions per round
are very similar to those in Fig. 6a, and are omitted.

For unicast, bytes representing link layer retransmissions
and acknowledgments are included. For fixed packet size, the
broadcast protocols send relatively few bytes; this is since each
node transmits its data at most twice with these protocols, and
since nodes do not send acks. Note that more bytes are sent
with CPA than when using the corresponding MCSA protocol,
even for a packet loss rate of 0. This reflects the fact that
a greater number of nodes transmit with this approach, as
seen in Fig. 5. For increasing packet size, the data volume
with broadcast CPA is typically considerably larger than with
the other protocols, owing to cases in which the same sensor
value is redundantly included in multiple aggregates. The
data volume with this protocol substantially decreases as the
loss probability exceeds 0.7, since the growing packet loss
decreases this redundancy.

Table I shows the traffic per round for different aggregation
protocols, including conventional unicast and broadcast-based
aggregation over all 320 nodes inside the network. Bytes
transmitted/received per round are shown for the case of
increasing packet size only. The corresponding results for
fixed packet size can be easily computed from the number
of packets transmitted/received per round. Compared with
broadcast-based conventional aggregation with all nodes in the
network, broadcast CPA significantly reduces the amount of
transmitted/received data for both fixed and increasing packet
size. While conventional unicast aggregation, and the MCSA
protocols, have a lower amount of received data, they offer
lower reliability than the broadcast CPA protocol.

For conventional unicast-based aggregation, we assume a
node is woken up only when some other node wants to
transmit to it, as in the RFIDImpulse protocol [11]. The node

Protocol Transmissions
data+ACK pkts

Receptions
data+ACK pkts

Bytes
transmitted

Bytes
received

Unicast
MCSA

95+95 95+95 9506 9506

Unicast
CPA

160+160 2463+3100 15,796 261,672

Unicast
all nodes

319+319 319+319 31,622 31,622

Broadcast
MCSA

126+0 400+0 14,768 43,437

Broadcast
CPA

178+0 2906+0 29,444 461,880

Broadcast
all nodes

351+0 4020+0 136,136 1,330,011

TABLE I: Traffic Per Round (increasing packet size, 0%
physical layer loss rate)

goes back to sleep once the transmission is over. For the other
protocols, the node in ringh has to wake up and listen to any
transmissions it hears during a certain period of time. For a
node in ringh, that period starts from the beginning of interval
H−h or H−h−1 for h = H andh < H respectively. The end
of that period differs among the protocols. For conventional
broadcast-based aggregation, the period ends when its own
transmission interval ends, or when it hears that its current
data has been rebroadcasted by some node, whichever comes
first. For unicast and broadcast CPA, the period ends when
its own transmission interval ends, due to the need to receive
packets for the computation offi. With wake-up radio, the cost
of idling listening can be minimized. Energy consumption is
dominated by data transmissions and receptions.

B. Performance for Two-state Gilbert Error Model

Figs. 7 and 8 show performance results for a two-state
Gilbert error model. At each point in time, each node (other
than the sink) is in one of two states, independently of all other
nodes. In the “good” state, all packets are received correctly.
In the “bad” state, no packets are received correctly. The time
a node spends in a state before transiting to the other state
(the sojourn time) is exponentially distributed. By varying the
average sojourn time, a range of scenarios can be modelled,
from independent random packet loss (with very short sojourn
times) to link outages and partial node failures (with long
sojourn times).

In Fig. 7, the proportion of time each node spends in the
bad state is fixed at 20%, and the average sojourn time in
that state (and the corresponding average sojourn time in the
good state) is varied. Broadcast CPA provides better coverage
for long duration failures than the unicast protocols, because
the latter protocols rely on link layer retransmissions, which
are ineffective in this case. Broadcast CPA also yields better
coverage than broadcast MCSA, since the former protocol can
often rely on other nodes to compensate for the nodes in the
bad state. Note that for a very small average sojourn time,
such as 0.0001 seconds, the average percentage of uncovered
area in each round increases, since a node is likely to enter
the bad state at least once while receiving a packet, causing
the loss of that packet.
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Fig. 6: Average Bytes Transmitted per Round: Independent Random Error Model

Qualitatively similar results are obtained for 33% of the time
in the bad state. The reliability advantage of broadcast CPA,
compared to the other protocols, increases as the reliability
of the network decreases. Further tests were performed with
10% of time in the bad state showing similar effects. Fig. 8
shows the average number of bytes transmitted per round, for
both the fixed and increasing packet size cases. Plots for the
average number of packet transmissions per round are very
similar to those in Fig. 8a, and are omitted. As is the case for
the independent random error model, broadcast CPA yields
a higher number of bytes transmitted. However, its relative
performance with respect to this metric generally improvesas
the average state sojourn time in the Gilbert model increases.
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Fig. 7: Uncovered Area per Round: Gilbert Error Model (20%
of time in bad state, fixed packet size)

C. Impact of Network Density

We performed experiments with different network densities,
changing the area to 300 metres by 300 metres and 200
metres by 200 metres, respectively. Fig. 9 shows the results
for higher density. The results for the lower density case are
similar in shape to the results shown (Figs. 4 and 7), but
indicate a smaller improvement with broadcast CPA. The main
observation is the dramatic impact of density on the relative

performance of the protocols. In particular, higher density
increases the reliability improvements with broadcast CPA.

VI. CONCLUSIONS

In this paper, we proposed new protocols for data collection
in dense sensor networks. The goal of these protocols is to
maintain complete area coverage at a low cost with respect
to the required sensor node transmissions. Our new protocols
integrate aggregation together with dynamic selection of which
nodes should transmit during each data collection round. Sim-
ulation results show that our new broadcast CPA protocol, in
particular, is able to achieve substantially improved reliability
in some cases (in comparison to node scheduling approaches
in which only a minimal coverage set of nodes is active), at
substantially lower cost than if all nodes transmitted during
each round.

Our protocols use observations of transmissions from the
previous round, to determine whether a node’s transmission
will likely be needed in the current round. If so, the trans-
mission is scheduled early so that other nodes may hear
it and possibly realize that their own transmissions are not
needed. In general, this strategy results in a larger set of nodes
transmitting in each round than is minimally necessary. A
possible area of future work concerns hybrid strategies that use
dynamic node selection, as in the proposed protocols, but that
use additional topology information to assist in deciding which
nodes may be most important to achieving area coverage.
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