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Abstract—Network inaccessibility is a temporal issue derived
from the presence of faults affecting the communication ser-
vices provided by the medium access control (MAC) sublayer.
The occurrence of network inaccessibility represents temporary
“communication blackouts”, which prevent communications to
be performed and may imply disruptions of network operation,
therefore compromising the dependability and timeliness of
communications. This paper uses an analytical model accounting
for network inaccessibility periods in wireless sensor and actuator
networks, presenting the IEEE 802.15.4 standard as a case study.
The analytical model is then used to derive a set of simple, yet
quite effective policies to reduce the durations of the periods of
network inaccessibility. The effectiveness of these policies can be
evaluated using a tool based on the analytical model, which is
being integrated in the NS-2 simulator for validation. Reducing
network inaccessibility is a crucial step to enable the use of
wireless networking technologies in real-time settings.

Index Terms—wireless sensor and actuator networks, real-
time, timeliness, dependability, network inaccessibility.

I. INTRODUCTION

There is a strong demand for the use of wireless sensor

and actuator networks (WSANs) on settings with temporal

restrictions, where real-time communications are fundamen-

tal. In many environments, such as in complex embedded

systems aboard autonomous aerial and terrestrial vehicles,

WSANs are the perfect communication technology to permit

the balance between the needs of real-time networks and the

reduction of system size, weight, and power consumption

(SWaP), altogether without lessen timeliness and dependability

guarantees [12].

A lot of work has been presented, proposing new proto-

cols [1], [3], [4], [13]–[15], [20], [21], modifications on the

existent standards [6], [9], [19], and abstract models [10] trying

to enhance the real-time guarantees and reliability of wireless

communications.

These works, built on analysis focused on timeliness, pay no

or little attention to dependability aspects of communications.

The fault model (when presented) only considers faults on

data domain, disregarding the disruptive effect that faults may
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have on the medium access control (MAC) sublayer operation

and its services. However, such faults may induce temporary

“communication blackouts”, which lead to the execution of

additional procedures to reestablish normal MAC protocol

operation. Meanwhile, the MAC protocol is prevented from

providing service and the network is inaccessible. When a

network inaccessibility incident occurs communications can-

not be performed for a period of time. One key point is that

the periods of network inaccessibility may have a duration

much higher than the normal worst case network access delay.

As a consequence, the overall timeliness and dependability

properties of the system may be at risk, being compromised

at communication service level.

A solution to the problem of controlling network inacces-

sibility is needed to secure an effective and efficient real-

time wireless communications support. Defining a strategy for

network inaccessibility reduction is not only a significant but

also an essential step towards that goal. Therefore, motivated

by a pressing need to attenuate the negative effects caused

by network inaccessibility, this paper presents and discusses

an analytical model and a set of simple, yet quite effective

policies to reduce the duration of network inaccessibility

within IEEE 802.15.4 wireless communications [7].

To present our advances the paper is organized as follows:

Section II presents an overview of the IEEE 802.15.4 standard.

Section III introduces network inaccessibility and presents

the analytical model characterising network inaccessibility on

IEEE 802.15.4 wireless networks. Section V explains the

policies defined to reduce the duration of network inacces-

sibility on IEEE 802.15.4 communications. Section VI briefly

presents a tool for evaluating inaccessibility durations in IEEE

802.15.4 and its preliminary validation using the NS-2 simula-

tor. Section VII analyses the impact of network inaccessibility

reduction policies on the timeliness of the standard IEEE

802.15.4 MAC sublayer operation. Finally, section VIII draws

the conclusion, and some future work.

II. IEEE 802.15.4 - OVERVIEW

The IEEE 802.15.4 [7] has two operation modes dubbed

nonbeacon-enabled and beacon-enabled. This paper is focused

on the beacon-enabled mode, designed to support traffic with

temporal restrictions. In a beacon-enabled mode there is a
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Fig. 1: Superframe structure of the IEEE 802.15.4 in beacon-

enabled mode

coordinator node that manages and controls network access.

The default superframe structure [7], represented in Fig. 1,

is utilised by the coordinator to control the access to the

network. The duration of a superframe is calculated utilising

a constant that defines the minimum (also known as base)

superframe duration, TBSD, and a beacon order exponent, BO,

which is utilised to determine the actual time interval between

consecutive beacon frames, TBI , as given by:

TBI = TBSD .2BO (1)

As illustrated by Fig. 1, the default superframe structure

has a contention access period (CAP), where nodes compete

in equal condition to access the network in a non-real-time

manner; a contention free period (CFP), where nodes access

the network within exclusive time slots (GTS, the Guaranteed

Time Slots) supporting real-time traffic in a similar manner

of time division multiple access (TDMA) approaches; and

an optional inactive period (IP), where nodes may enter in

a power-save mode. Several time slots may be allocated to a

node, for exclusive and contention-free network access.

The CAP and CFP together represent the active portion of

the superframe structure, which has a duration given by:

TSD = TBSD .2SO (2)

where SO is the superframe order exponent that defines the

duration of this active portion. If SO=BO there is no IP within

the superframe.

III. ANALYSING NETWORK INACCESSIBILITY

IN IEEE 802.15.4 WIRELESS COMMUNICATIONS

Network inaccessibility is characterised by a temporary

lack of network access due to disturbances on MAC sublayer

operation. Inaccessibility incidents need to be controlled to

enforce real-time operation, meaning: one must ensure that

such events have limited duration and rates; violation of such

bounds leads to the permanent failure of the network.

The definition of an analytical model, thoroughly character-

ising network inaccessibility incidents and their durations for

the IEEE 802.15.4 MAC protocol has been introduced in [18].

For the purpose of self-completeness, we summarise next some

details of such analysis. For the relevant scenarios, we show

how the corresponding periods of network inaccessibility are

derived, being their worst case durations represented by the

superscript (wc).

The beacon frame controls the access to the network, and

its reception is essential to maintain all the nodes synchronised

within the different periods of the superframe structure. If a

beacon frame is not correctly received, a network inaccessibil-

ity incident occurs. Thus, a single beacon frame loss occurs

when only one beacon is lost:

T ina←sb f l=TBSD.(2
BO+1) (3)

The value of T wc
ina←sb f l is equivalent to TBI plus an extra

TBSD margin, accommodating the clock skew between a node

and its coordinator. The multiple beacon frame loss occurs

when multiple and consecutive beacons are lost:

T
wc

ina←mb f l=nrLost.TBSD.
(

2BO+1
)

(4)

where a correct beacon frame is successfully received after the

loss of nrLost beacons. The synchronisation loss is a special

case of the multiple beacon frame loss scenario where after

the loss of nrLost beacons, the next beacon is also lost. A

node loses synchronisation with the network coordinator after

a period given by:

T ina←nosync=nrLost.TBSD.
(

2BO+1
)

(5)

To recover from a synchronisation loss, two different strate-

gies were identified in the standard specification [7]. Each in-

dividual node chooses the recovery strategy that it should use.

We assume that if a data/control frame was received during

the last beacon interval, the node assumes an orphan status;

otherwise, a re-association procedure should be carried out. In

both recovery strategies, the node looks for a coordinator in a

given set of logical channels1. After the channel scan, a coor-

dinator realignment or an association procedure is performed

within the orphan and re-association scenarios, respectively.

Thus, the worst case duration of network inaccessibility for

the orphan scenario is given by:

T
wc

ina←orphan = T ina←nosync+

nrchannels

∑
j=1

[T wc
MAC(Orphan)+nrWait . TBSD ]

+TMLA(Realign)+T wc
MAC ack(Realign)

(6)

where: nrchannels, represents the number of logical channels

to be scanned; nrWait, defines the waiting period for a

beacon frame in each channel scan; TMAC ack( f rame) and

TMAC( f rame) represent the delay from request to confirmation

of a MAC frame transmission with and without acknowl-

1A logical channel is an abstract representation of a radio frequency (RF)
channel utilised by the MAC layer to perform its network communications.
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edgement; the reference to TMLA(action) represents the time

needed to perform the specified action at the MAC manage-

ment layer. Without loss of generality, an uniform value of

TMLA(action) = 1
10
.TBI is assumed for the duration of each

MAC management layer action.

In the re-association scenario, a node sends a beacon

request (Beacon R) and waits for the reception of a beacon;

upon beacon reception, recovery proceeds with an association

(Assoc R) procedure and the extraction (Ext R) of control

information from the network coordinator:

T
wc

ina←reAssoc = T ina←nosync+

nrchannels

∑
j=1

[T wc
MAC(Beacon R)+nrWait.TBSD]+

TMLA(Beacon)+T wc
MAC ack(Assoc R)+

TMLA(Assoc)+T wc
MAC ack(Ext R)

(7)

Finally, a coordinator conflict occurs when more than one

coordinator is active within the same network. By default, each

network has an identifier, the source identifier, which identifies

the network uniquely and is used by the coordinator in beacon

transmissions. If some other (possibly old) coordinator enters

the network operational space, e.g., after having been away

from some period of time, the network may have two different

coordinators transmitting beacons with the same source iden-

tifier. To solve such conflict, the current coordinator performs

a search within a set of specified logical channels. After the

scan in all logical channels, a fresh source identifier is selected

and, if necessary, a MAC coordinator realignment command

is broadcast:

T
wc

ina←Con f lict = TMLA(Con f lict)+

nrchannels

∑
j=1

[T wc
MAC(Beacon R)+nrWait.TBSD ]

+TMLA(Realign)+T wc
MAC(Realign)

(8)

IV. NETWORK PARAMETRISATION FOR REAL-TIME

OPERATION

The first step towards real-time network operation may

simply emerge from the fine-adjustment of a relevant set of

network configuration parameters. This is formalised by the

following proposition:

Proposition 1: Each node accesses the network in a

bounded and known time interval of, at most, Tac.

The guarantees provided by this proposition depends on

the network technology, its characteristics and, ultimately, on

network configuration parameters. The value of Tac simply

accounts for the raw network access delay observed at MAC

sublayer before starting a frame transmission; it does not

account for the frame transmission time and it does not include

any buffering/queueing effects nor any delays associated with

possible frame retransmissions.
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Fig. 2: The default values of IEEE 802.15.4 network inac-

cessibility durations normalised by, and compared with, TBI

(TBI = 123ms) (nrWait = 32; nrChannels = 16).

A. IEEE 802.15.4 networks

For the particular case of IEEE 802.15.4 networks operating

in beacon-enabled mode, a bounded and known Tac is secured

given the contention-free network access provided by GTS

within a period equal to TBI . Therefore:

Tac = TBI (9)

For the remainder of our analysis we use as an exam-

ple TBI = 123ms (BO = 3; TBSD = 15.36ms), which can

provide a reasonable beacon interval for periodic real-time

transmissions, still allowing the use of reliable unicast data

transmissions (with SO = BO = 3, i.e, no IP).

B. IEEE 802.15.4 network inaccessibility

The durations of network inaccessibility incidents defined

by the analytical model of IEEE 802.15.4 discussed in Sec-

tion III are inscribed in Fig. 2, for a standard network config-

uration (nrWait = 32; nrChannels = 16). The (real) value of

TBI is used to normalise the duration of network inaccessibility

events, as also shown in Fig. 2. Network inaccessibility inci-

dents have very different durations, with some of them much

longer than TBI . Long and highly variable periods of network

inaccessibility are a source of disruption and unpredictability

in network operation.

V. REDUCING NETWORK INACCESSIBILITY IN

IEEE 802.15.4 WIRELESS COMMUNICATIONS

Reducing the network inaccessibility in IEEE 802.15.4

wireless communications is an essential step to enhance net-

work communication properties such as dependability, timeli-

ness, and predictability, which enforce real-time operation. The

network characterisation in Section III is crucial to understand

how to reduce (or even eliminate) the longest periods of

network inaccessibility.
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Fig. 3: Representation of a beacon frame.
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Fig. 4: Impact of the coordinator conflict avoidance policy in

the IEEE 802.15.4 network inaccessibility

A. Coordinator conflict avoidance policy

The coordinator conflict scenario occurs when two or more

coordinators transmit beacons with the same (unique) source

identifier. A conflict resolution strategy should be triggered

after the detection of such scenario (as specified in the IEEE

802.15.4 standard). The duration of network inaccessibility is

characterised by the time spent to perform the coordinator con-

flict resolution. To avoid the coordinator conflict we establish

the following proposition:

Policy proposition 1: Each node must use a 2-Tuple

〈networkID,coordinatorID〉 as a unique compound network

identifier, avoiding then coordinator conflicts.

The following check procedure is applied to each re-

ceived beacon: If the 2-Tuple 〈networkID,coordinatorID〉
inside the received beacon does not match the 2-Tuple

〈networkID,coordinatorID〉 of the network, the received bea-

con is discarded.

Since the coordinatorID is directly extracted from the node

MAC source address (Fig. 3) and this is unique for each

node, the resulting 2-Tuple 〈networkID,coordinatorID〉 is

also unique, for a given network coordinator. No coordinator

conflict will ever occur (Fig. 4).

The 2-Tuple beacon check procedure extends and replaces

the native IEEE 802.15.4 operation and can be made compati-

ble with the standard specification. This procedure is not hard

to implement in modern wireless communication platform [2].

Finally, since the 2-Tuple 〈networkID,coordinatorID〉 is di-

Fig. 5: IEEE 802.15.4 channels within 2.4Ghz frequency band

rectly extracted from existing fields in the standard beacon

frame, no modification to the standard is required and no

overhead is added to MAC sublayer operation.

The presence of malicious entities, which may cause an

intentional coordinator conflict problem, are not addressed

in this paper. Malicious entities need to be handled with

additional techniques to overcome the hazards that they may

cause, and will be addressed in a future work.

B. Channel utilisation awareness policy

To reduce the network inaccessibility periods resulting from

the orphan and re-association scenarios, we design a policy

that exploits the knowledge of channel utilisation by the

network coordinator to reduce the time spent in logical channel

scan operations.

In the channel utilisation awareness policy each node is

“aware” of the number of logical channels available in the

network to search for the presence of the network coordinator,

being represented by the following proposition:

Policy proposition 2: Each node is aware of the logical

channel utilisation within its associated network, restricting

the search for the network coordinator in some Ca := {c | c ∈
C ∧ C ⊂ A}, where Ca is the search channel set and A is the

set of the available logical channels, being 0 < #Ca < #A.

The nodes use a subset, Ca, of the available logical channels

set, A, to confine its channel utilisation scope. Each node is

able to search and find the network coordinator within that

confined channel search space, reducing then the amount of

time needed to find the network coordinator. Restricting the

number of logical channels in the channel search space has no

impact on network throughput, since only one logical channel

is in use at a time. In fact, in the presence of noisy channels,

selecting a restricted set of logical channels exhibiting lower

error rates, may actually contribute to a potential increase of

channel effective throughput, and to reduce the amount of

energy utilized to complete a frame transmission successfully.

In the particular case of IEEE 802.15.4 networks there is

no mutual channel interference since all the #A = 16 channels

are non-overlapping (Fig. 5). Thus, we can choose an arbitrary

number of logical channels to include in subset Ca. Figure 6

illustrates the impact of our channel utilisation awareness

policy in a IEEE 802.15.4 network, where the value of #Ca is

successively reduced to half, until an optimal #Ca = 2 value

is reached. A value of #Ca = 2 minimises the duration of

network inaccessibility for the orphan and re-association sce-
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Fig. 6: Impact of the channel utilisation awareness policy in

the IEEE 802.15.4 network inaccessibility

narios, while preserves the dependability property of channel

diversity.

C. Network dependability awareness policy

The frame check sequence (FCS) is a fundamental mecha-

nism to verify the integrity of a received frame, and therefore

to detect accidental errors with an appropriate coverage. When

a frame is received with errors, such frame is automatically

discarded and nothing is signalised upward (FCS default

operation). Only the reception of frames without errors are

signalised. The lack of a management notification for such

discarded frames prevents the MAC management entities to

detect and account for omission errors.

Algorithm 1 presents an extension to the FCS default oper-

ation, which introduces a management signalisation to notify

the status of the received frame, even if the frame contains

errors and must be discarded. Two fundamental additions

were proposed: the extraction of the frame header (line 6);

and the notification of the received frame status to the MAC

management entities (line 14), being such status represented by

the f cs error variable. The information within frame header

(e.g., source address) may be utilised to identify if the sender

is the owner of a time slot, in case of transmissions within

CFP.

The improvements proposed in Algorithm 1 are simple,

efficient, and not hard to implement off-the-shelf using modern

commercially available wireless communication platforms [2].

The notification of the status of the received frame, which

is proposed in Algorithm 1, also allows to built accurate

error detection and accountability solutions. In particular, an

error that destroys a frame is transformed into an omission.

Thus, Algorithm 2 presents a simple mechanism to account

for channel omissions. The number of consecutive omissions

observed by a node within the current logical channel is

represented by Od , the omission degree, in line 2. The value

of Od is cleared every time a frame is received without

Algorithm 1 Extending frame check sequence (FCS) mecha-

nism
1: Initialisation phase.
2: f cs error←false;
3: Begin.
4: loop
5: when Channel.indication(frame) do

6: f rame header←MAC.get.header(frame);

7: if MAC.FCS.check(frame) is OK then
8: f cs error← false;
9: MAC.indication(frame);

10: else
11: f cs error← true;
12: MAC.frame.discard(frame);
13: end if

14: MAC.Mgmt.indication(time slot, frame header, f cs error);

15: end when
16: end loop

17: End.

Algorithm 2 Omission degree monitoring

1: Initialisation phase.
2: Od ← 0;
3: k← The value of the omission degree bound, k, is dependent of the MAC

layer characteristics and of the network environment. The IEEE 802.15.4

standard indirectly defines k← 3;
4: Begin.
5: loop

6: when MAC.Mgmt.indication(time slot, frame header, f cs error) do
7: if f cs error is true then
8: Od ← Od +1;
9: else if f cs error is false then

10: Od ← 0;
11: end if
12: end when

13: if Od > k then

14: MLA.Mgmt.indication(logical channel, Od exceeds k);

15: end if

16: end loop
17: End.

errors (line 10). When a frame is received, and an error

is detected, the procedure increments Od (line 8). If Od

exceeds an omission degree bound, k, the MAC management

entities are notified (line 14). This may be an indication of a

heavily disturbed logical channel or it may be a result of the

underestimation of the omission degree bound. In any case, the

logical channel should be considered failed. Considering only

accidental transient faults, the omission degree of a logical

channel can be bounded by the following property: in a

known time interval, omission failures may occur in at most

k transmissions. The value of omission degree bound depends

on the network error characteristics and on the environment

conditions [5]. The IEEE 802.15.4 standard indirectly defines

a fixed value of k = 3 in its error handling mechanisms.

Having the ability to determine the true omission degree bound

of a given logical channel is a worthwhile feature, due to

the nature of wireless communications, highly susceptible to

multiple external disturbances such as signal attenuation, noise

and electromagnetic interferences from other signal sources,

and multipath propagation interference due to obstacles in the
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IEEE 802.15.4 IEEE 802.15.4 Standard Dependable Adaptation

Parameter Configuration

nrLost 4 k+1

nrWait 32 (k+1).2BO

TABLE I: Network parametrisation in function of dependabil-

ity metrics

communication path.

Our network dependability awareness policy is now formu-

lated by the following proposition:

Policy proposition 3: Each node is aware of the depend-

ability characteristics of the network, described by a set of

relevant metrics.

The omission degree bound is one of such dependability

metrics, but others may be introduced. For example, slight

modifications to Algorithm 2 will allow to assess: the average

value of the omission degree, the number of omission degree

bound violations within a given period and other statistics.

To illustrate how the dependability parameters can be used

to improve the characteristics of wireless communications,

we use the omission degree bound k to dynamically define

some MAC protocol parameters relevant for IEEE 802.15.4

operation, as specified in Table I, thus opening room for

the use of (self-)adaptation techniques, e.g., to cope with

varying environment conditions. This may be advantageous

for decreasing the network inaccessibility durations associated

to the multiple beacon frame loss and synchronisation loss

scenarios.

D. Logical channel diversity policy

The violation of the channel omission degree bound, locally-

perceived by each node, should be interpreted as a failure

indication. To restore communication one must resort to the

following propositions:

Policy proposition 4: There are multiple and redundant

logical channels, though only one is active at a time.

Policy proposition 5: Every frame is transmitted only in

the active logical channel.

Policy proposition 6: In the presence of faults which may

lead a logical channel to an incorrect state, a node may switch

to a different logical channel.

In particular, one must take advantage of the use of re-

dundant logical channels, specifying the following procedure:

when a node (including the network coordinator) detects

that a given logical channel Od exceeds k, a node switches

to another logical channel. To avoid the occurrence of a

permanent physical partitioning of the network, the same

channel switching sequence is used by all nodes, defining

a deterministic order utilised to switch from one logical

channel to another. Furthermore, we assume: each node must

transmit at least one (heartbeat) frame during its allocated

GTS to signal node liveness. As we are also interested to

Algorithm 3 Logical channel diversity procedure -

COORDINATOR
1: Initialisation phase.
2: nrAssocNodes← 0;
3: channel idle status← true;
4: Begin.
5: loop
6: when MAC.Mgmt.request(Beacon) do

7: nrAssocNodes← MLA.Mgmt.get(NR ASSOC NODES);
8: if channel idle status is true∧nrAssocNodes > 0 then
9: MLA.Mgmt.request(Change Channel);

10: MLA.Mgmt.request(RESET NR ASSOC NODES);
11: end if
12: channel idle status← true;
13: end when

14: when MAC.indication(frame) do
15: channel idle status← false;
16: end when;
17: when MLA.Mgmt.indication(logical channel, Od exceeds k) do

18: MLA.Mgmt.request(Change Channel);
19: MLA.Mgmt.request(RESET NR ASSOC NODES);
20: end when
21: end loop

22: End.

reduce network inaccessibility durations in benefit of a real-

time network operation, only nodes with allocated GTS are

monitored.

Upon channel switch it may happen that a node detects

no traffic activity because it is the only node in that logical

channel. The standard MAC protocol of non network coordina-

tor nodes has mechanisms to detect such situations, signalled

to MAC management entities through a synchronisation loss

indication. The MAC protocol of the network coordinator

does not have such capability by default. Thus, we enhance

the coordinator to detect channel idleness, as specified in

Algorithm 3, taking advantage of node liveness signalisation

within GTS slots.

Algorithm 3 describes the execution of the logical channel

diversity policy in the coordinator node. When the network

coordinator is started the variable utilised to store the number

of associated nodes, nrAssocNodes, and the channel idle

status, channel idle status, are initialised with 0 and true,

respectively (lines 2 and 3). A channel switch operation is trig-

gered by two different situations. The first channel switching

scenario, described by lines 17 to 20, is a direct consequence

of a logical channel failure indication, as provided by the sig-

nalling that the value of Od for the current logical channel has

exceeded k (line 17); after logical channel switching (line 18)

the list of nodes associated with the network coordinator is

cleared (line 19).

The second channel switching situation is more complex

and involves the results of monitoring logic channel activity

during the last beacon interval. The logic channel monitoring

actions are in fact quite simple, being described by lines 14

to 16: upon reception of a correct frame indication (line 14),

the channel idle status variable is set to f alse (line 15). The

network coordinator monitors logical channel traffic between

any two consecutive beacon transmissions: if a frame is
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Algorithm 4 Logical channel diversity procedure -

NON COORDINATOR
1: Initialisation phase.
2: receivedFrame← f alse;
3: Begin.
4: loop
5: when MLA.Mgmt.indication(logical channel, Od exceeds k) do
6: MLA.Mgmt.request(Change Channel);
7: end when
8: when MAC.Mgmt.indication(SYNC LOSS) do
9: receivedFrame← MLA.Mgmt.get(FRAME FROM COORD);

10: if receivedFrameis true then

11: MLA.Mgmt.request(ORPHAN,#Ca = 1)

12: else
13: MLA.Mgmt.request(RE ASSOCIATION,#Ca = 2);
14: end if
15: end when
16: end loop
17: End.

correctly received, there is no reason, per se, to perform a

channel switch; if no traffic at all is correctly received within

that period and the network coordinator has, at least, one node

associated to it (i.e., nrAssociated > 0), the logical channel

is considered idle (line 8) and the coordinator switches to

the next logical channel using a pre-defined channel hopping

sequence (line 9); the list of nodes associated with the network

coordinator is cleared (line 10).

The boundaries of logical channel monitoring intervals

are defined by the periodic issuing of beacon transmission

requests, as specified by the management action at line 6.

Each time a new logical channel monitoring interval is started

(line 6): the logical channel status is evaluated with respect to

logical channel idleness (line 8); the value of the channel idle

status is set to true (line 12); it will remain with that value

until a frame is correctly received from the logical channel.

Algorithm 3 should be combined with low-level node failure

detection mechanisms to ensure stability in the presence

of node crash failures. The logic channel switch procedure

(lines 9 and 18) assumes switching to a correct channel,

meaning that the value of Od is cleared (Od = 0). The network

coordinator also resets the list of its associated nodes (lines 10

and 19) to avoid a false channel idleness detection within the

newly selected logical channel.

Algorithm 4 describes the execution of the logical channel

diversity policy at nodes other than the network coordinator.

We dubbed such nodes as non-coordinator nodes for the sake

of simplicity. When a channel failure indication is received

(line 5), a non coordinator node performs a switch operation

to other logical channel (line 6), utilising the same pre-

defined sequence used by the network coordinator. Provided

the network coordinator operates in the same logical channel,

and that beacon frames are received by the node, no further

action is required to restore communication.

However, it may happen that beacon frames are not received

by node. Consequently the node continues inaccessible and

may lose synchronisation with the network coordinator (line

8). If some other frame has been received within that period
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Fig. 7: Impact of the logical channel diversity policy in the

IEEE 802.15.4 network inaccessibility (#Ca = 1 and #Ca = 2

for the orphan and re-association scenarios, respectively).

from the network coordinator (line 9), that is a clear indi-

cation the network coordinator remains active in the current

logical channel and therefore the node declares itself as an

orphan node. Since both the network coordinator and the non-

coordinator node are on the same logical channel, the node

performs an orphan procedure only on this logical channel, be-

ing the cardinality of the channel search set #Ca = 1 (line 11).

It results in a quick synchronisation re-establishment between

the network coordinator and the non-coordinator node. The

orphan procedure updates the node information stored by the

network coordinator, alerting it about the remaining presence

of the node in the same logical channel.

Otherwise, a re-association is performed through the ex-

ecution of the re-association procedure (line 13). The re-

association procedure is optimised to be performed within

only two logical channels, the new logical channel and the

previous one (i.e., #Ca = 2). The use of only two logical

channels is justified by: (a) the network coordinator remains in

the previous logical channel with other non-coordinator nodes;

or (b) the coordinator detects an idle period and switches to

the new logical channel, an action that is faster than the de-

tection of a loss of synchronization. While a channel idleness

detection has a duration of TBI , the time required to detect the

loss of node synchronisation is, at least, nrLost = k+1 times

greater than TBI , as we can see in equation 5 presented in

section III. It is worthwhile mentioning that the channel scan

process, implicit in the re-association procedure, may imply

a new logical channel change, upon detection of the network

coordinator.

The contributions of this policy, and the general impact of

our policies to reduce network inaccessibility in IEEE 802.15.4

wireless communications, are presented in Fig. 7.
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Fig. 8: Use of the network inaccessibility evaluation tool to study the impact of some inaccessibility reduction policies

 0

 1

 2

 3

 4

 5

Single beacon 
 frame loss

Multiple beacon 
 frame loss

Synchronisation 
 loss

N
o
rm

a
lis

e
d
 d

u
ra

ti
o
n
 (

T
B

I 
ti
m

e
s
)

Network inaccessibility scenarios

Beacon interval(TBI)

Theoretical worst case results
Simulation worst case results

Fig. 9: Preliminary validation of network inaccessibility anal-

ysis using the NS-2 simulator and beacon-related scenarios

VI. NETWORK INACCESSIBILITY ANALYSIS: TOOL,

RESULTS, AND VALIDATION

We designed and developed a tool to evaluate the duration

of network inaccessibility scenarios as draw from the IEEE

802.15.4 standard. The analysis tool was built on the Libre-

Office suite [11].

The tool is a spreadsheet with enhanced LibreOffice

macros, which define mechanisms to calculate and verify

parameter values, due its specified restrictions. It is also

an open source tool available under a GNU General Pub-

lic License (GPL) version 3, which can be downloaded

at: http://www.karyon-project.eu/wp-content/uploads/2012/10/

Inaccessibility IEEE802.15.4 Beacon-enabled-Karyon.ods.

There are different tabs, each one designed to represent con-

stants, parameters, and configurations allowed to be performed

on a standard compliant IEEE 802.15.4 network.

The duration of network inaccessibility scenarios are eval-

uated and visualised as values in milliseconds (ms), or as

normalised values by TBI units of time. Figure 8 presents

an example of the results obtained from the tool; the set

of reduction policies to be used draws from its selection as

shown in Fig. 8. The screen capture of Fig. 8 also presents the

complete set of network inaccessibility scenarios as presented

in [18].

Additionally, we have being working to incorporate the

analysis of network inaccessibility on the IEEE 802.15.4 NS-

2 module. We already have some preliminary results [16], as

illustrated by Fig. 9. This preliminary validation compares a

fundamental set of beacon loss scenarios, asserting that our

theoretical analysis presents the worst case durations face

to simulations performed on NS-2. The incorporation of the

remaining scenarios on NS-2 simulator, and therefore the

proposed reduction policies requires substantial engineering

work to complete and complement the IEEE 802.15.4 NS-2

module. This engineering work needs the implementation of

essential management operations to simulate IEEE 802.15.4

networks, and the network inaccessibility durations in total

compliance with the IEEE 802.15.4 standard.

VII. RELATION WITH THE STANDARDS

On the other hand, the IEEE 802.15.4 specification has

been recently enhanced with amendment IEEE 802.15.4e [8],

proposing TDMA like schemes to control the access to the

network. This amendment aims to enhance IEEE 802.15.4

network operation for the industrial markets, including the

utilisation of periodic channel hopping using pre-defined se-

quences. The operation of these new protocol variants may
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benefit from the frame monitoring functions for enhanced

dependability introduced in this paper. Conversely, the channel

diversity policy can be combined to the now standardised

utilisation of channel hopping in IEEE 802.15.4 settings. In

practice, all the reduction policies presented in this paper can

be easily integrated, and controlled, by a standard compliant

solution dubbed Mediator Layer [17]. The use of the Mediator

Layer approach enables and promotes a low level control of

communications, which used with the network inaccessibility

reduction policies can enhance the dependability and timeli-

ness of the wireless communication standards.

VIII. CONCLUSION AND FUTURE WORK

This paper presented a set of highly effective policies to

reduce the negative effects of network inaccessibility on IEEE

802.15.4 wireless networks. The analytical model presented

in this paper has shown the limitations of wireless networks

to support real-time operation. For example, a standard IEEE

802.15.4 can be affected by network inaccessibility incidents

with durations as high as 74.5× TBI , being TBI the beacon

period. Such long network inaccessibility periods prevents a

real-time operation of the network.

However, complemented with frame and channel monitoring

mechanisms, a standard IEEE 802.15.4 platform can integrate

a set of network inaccessibility control policies that proved

to be highly effective in the reduction of the duration of

inaccessibility incidents down to 15× TBI . This is a first step

towards solving the difficult problem of enforcing real-time

behaviour over wireless networks.

Future research directions of this work includes the study

and assessment of new techniques, which exploit multiple

communication channels to enhance the reliability of commu-

nications; the study of network inaccessibility and the network

operation in the presence of malicious attacks; the incorpora-

tion of the effects of network inaccessibility in the timeliness

model of wireless communications, defining relevant real-time

QoS metrics to evaluate if communication network operation

is compliant with the level of requirements needed by given

applications.
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