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Abstract—Localization and synchronization are fundamental
services in Wireless Sensor Networks (WSNs), since it is often
required to know the position and the global time of sensor
nodes to relate a given event detection to a specific location
and time. However, the localization and synchronization tasks
are often performed after the sensor nodes’ deployment. Since
manual configuration of sensor nodes is an impractical activity,
it is necessary to rely on specialized algorithms to solve the
localization and synchronization problems. With this in mind, in
this work we propose a joint solution for the 3D localization and
time synchronization in WSNs using an unmanned aerial vehicle
(UAV). A UAV equipped with a GPS flies over the sensor field
area broadcasting its geographical position. Therefore, sensor
nodes are able to estimate their own geographical position and
global time without the need of equipping them with a GPS
device. By means of simulations, we show that our proposed joint
solution leads to smaller time-synchronization and localization
errors when compared to existing solutions.

I. INTRODUCTION

A Wireless Sensor Network (WSN) can be defined as a

cooperative network composed by thousands of small and

resource-constrained sensor nodes [1]. The main tasks of a

WSN are: monitoring physical phenomena and transmitting

the collected data to a monitoring node called as sink. In this

case, the sensor network is guided by events that usually gen-

erate data, which is forwarded to the sink. For a specific event

to have meaning, however, it must be correlated in space and

time in order to localize the event in the sensor field as well

as the time that the specific event occurred. This correlation

is performed using localization and synchronization systems.

Besides the task of localizing the collected data, a number

of routing algorithms also uses localization information to

improve their performance by creating routes that consider the

nodes’ position [3]. Moreover, synchronization systems can

also be used to increase the performance of routing protocols.

There are a number of routing algorithms that consider a

transmission delay/schedule in order to increase the routing

performance [4]. Finally, some algorithms consider a joint

localization and synchronization solution in their design [3].

Typically, the solution for both systems use a recursive

approach, such as [6], [7], where a node (unknown node)

estimates its localization and clock time based on positions

and clock times received from other nodes (reference nodes).

When a node becomes a reference node, i.e., localized in

space and time, it broadcasts its information to assist other

nodes in their estimation. However, these solutions have some

drawbacks such as error propagation due to estimation errors.

Furthermore, in a 3D scenario, a node must receive at least

four positions from reference nodes to estimate its own po-

sition, which may limit the number of nodes that are able

to estimate their own position. Finally, to start the recursion

process, 4−10% of the network nodes must be equipped with

a GPS receiver (beacon nodes), which increases the network

cost.

This work aims to eliminate some of the drawbacks de-

scribed above (beacon nodes and error propagation) of existing

localization and synchronization approaches. In this paper,

we propose a joint solution for the 3D localization and

time synchronization systems that uses an Unmanned Aerial

Vehicle (UAV) in wireless sensor networks. The UAV is

equipped with a GPS receiver and traverses the sensor field

broadcasting its position and clock time, thus allowing sensor

nodes to estimate their position and clock. The proposed

solution exhibits three main contributions for the localization

and synchronization systems: (i) all network nodes are able to

estimate their localization and local time with high accuracy;

(ii) the proposed solution is efficient for both sparse and dense

networks and (iii) the proposed solution reduces drastically the

network cost.

The remainder of this paper is structured as follows. In the

next section, we present the problem definition and in Sec-

tion II we provide an overview of the existing approaches for

localization and synchronization for WSNs. Our proposed so-

lution is outlined in Section III, while the detailed performance

evaluation and simulation results are analyzed in Section IV.

Finally, in Section V we summarize our conclusions and future

work.

II. RELATED WORK

The related work is organized as follows. First, we present

the literature localization algorithms and then, we present the

synchronization solutions.

A. Localization Algorithms

Most of the literature algorithms improve the Ad Hoc Po-

sition System (APS) [8] or the Recursive Position Estimation
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(RPE) [6]. In the APS, a reduced number of beacon nodes (at

least 3) is deployed in the network. Each beacon node starts

a broadcast message containing its position and each sensor

node calculates the distance using multi-hop communication

from each beacon. Once the distances are calculated, the

sensor nodes can estimate their position using, for example,

trilateration. The RPE algorithm uses a different approach. The

sensor nodes estimate their position based on a set of beacon

nodes. The algorithm is divided into four phases. In the first

phase, each beacon node sends its position to its neighbors. In

the second phase, when a sensor node receives the beacons’

messages, it estimates the distance from each beacon using

the RSSI technique. In the third phase, the unknown nodes

estimate their position based on the received information.

In the fourth phase, the unknown nodes become reference

nodes and send their position to their neighbors, increasing the

number of available position to be used to convert an unknown

node into a reference node. The disadvantage of this algorithm

is that the error in the position estimation is spread over the

network, thus increasing the estimation error. There are other

solutions that evolve from the APS and RPE algorithms by

focusing on specific features in specific scenarios [9].

B. Synchronization Algorithms

The definition of time synchronization can be divided into

three cases: (i) relative time synchronization, which is used

to order messages and events; (ii) independent clock, where

a node keeps track of drift and offset and (iii) global time

synchronization, where there is a global time throughout the

network. In this paper we are interested in the latter case.

There are a number of synchronization algorithms to solve the

global time synchronization in WSNs [10], [11]. In the state-

of-the-art clock synchronization algorithm FTSP (Flooding

Time Synchronization Protocol) [12], a node synchronizes its

clock based only on a single message. FTSP takes advantage

of MAC-layer time to send a message, called One Hop Syn-

chronization (OHS). A root node, which has a synchronized

global clock, creates a message with its clock and broadcasts

this message to its neighbors. When an unsynchronized node

receives this message, it gets the timestamp inside the message

and adds to this timestamp a pre-defined OHS value and then,

synchronizes its clock. FTSP was evaluated in a real wireless

sensor network and the OHS presented a precision of 2–4µs

in a Berkeley Mica2 platform.

III. PROPOSED SOLUTION

This section presents the proposed solution to the 3D

localization and synchronization problems using Unmanned

Aerial Vehicle (UAV). Our solution aims to integrate both

problems, since they are related.

A. Localization and Synchronization Systems

The localization system can be divided into two phases:

distance estimation and position computation. First we show

how our solution estimates the distance between two nodes

and then we show how it computes the nodes’ position.

There are several methods to estimate the distance between

two nodes [13]. The most commonly used method is the

RSSI, since it requires no extra hardware besides a radio

transmitter/receiver built into the sensor node. To calculate

its 3D position, the sensor node needs at least four reference

points. These reference points are provided by the UAV

during its flight over the sensor field. When the sensor node

has at least four reference points and the distance to each

point, it is able to estimate its position. Multilateration is the

most common method used to estimate the position when in

possession of four or more reference points. In this work the

least squares [14] method was used to solve the system of

equation containing positions and distances.

To solve the synchronization problem we used the Flooding

Time Synchronization Protocol (FTSP), where the network

nodes synchronize their clock using one-way communication.

To synchronize a clock with one-way communication, a node

should calculate the sender time, MAC access time, propa-

gation time and receiver time. The most important factor is

the MAC access time. The sender time is the time to create a

message to transmit on the network and the receiver time is the

time to receive a message and transmit to the host. This time

can be softened if the timestamp is attached to the message

in the MAC layer, just before transmitting. The propagation

time can be easily calculate for a given propagation model.

Finally, the MAC access time is the one that is difficult to

calculate, since it depends on the network traffic and other

network parameters. However, if the synchronization algo-

rithm execute during the network startup, we may schedule

the synchronization process without concurrent network tasks,

since other tasks, such as routing protocols, are based on the

synchronization process. In this case, as shown in previous

work [12], the MAC access time is between 2µs and 10µs.

B. Joint Solution using UAV

The operation of the proposed solution is divided into

two phases. The first one refers to the UAV, that transverse

the sensor field. The second phase is related to the position

computation and clock synchronization. When a node receives

a message from the UAV, it calculate its distance from the UAV

using the RSSI technique and store the position and timestamp

of the UAV. When a node has at least four messages, it is able

to calculate its 3D position and synchronize its clock.

Figure 1 illustrates the UAV flight plan. A flight plan contain

the airplane route which is previously designed by the network

designer. During the flight, the UAV broadcasts its position

and timestamp after each broadcast interval. While the end of

the route is not reached, the algorithm retrieves the next point

where the UAV should move and then, the UAV flights to the

specific point with a certain speed. It is important to highlight

that the periodic broadcast executes in parallel with the UAV

displacement over the sensor field.

The algorithm executed in the sensor nodes to calculate

their position and synchronize their clock is described below.

When a node receives a message from the UAV, it calculates

the distance to the UAV using the RSSI technique described
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above. The node retrieves the UAV position from the received

message and store the position and distance to the related

position in a reference set. The UAV timestamp is stored in a

stamp set. If the number of received positions is greater than

4, the node is able to compute its position and synchronize its

clock using the reference set and timestamp sep. To compute

its position, the node uses the least squares method and to

compute its local time, the node makes an average of all

received timestamps. Also, for each received timestamp, the

function adds a pre-defined One Hop Synchronization error

(OHS) that is the error related to the MAC access time and

propagation time.

IV. SIMULATION RESULTS

A. Scenario description

The proposed 3D Localization and Synchronization inte-

grated solution is compared to the literature solutions that

solve each problem individually. However, to do a better

comparison, we integrated one literature solution to solve the

localization problem with one literature solution to solve the

synchronization problem. We carefully studied the literature

solutions that could be easily integrated to solve the 3D

localization and synchronization problems, and we identified

the Recursive Position Estimation Algorithm (RPE) and the

Flooding Time Synchronization Protocol (FTSP) as the most

appropriate ones.

The main goal of our performance evaluation is to evaluate

the proposed integrated algorithm considering the follow-

ing important metrics: (i) estimation position error and (ii)

synchronization error (µs). For this, we vary two important

network parameters, which are: (i) Number of network nodes

and (ii) Network density. To carry out these evaluations, we

used the flight plan illustrated in Figure 1. The simulations

parameters are presented in Table I. The communication range

of the sensor node and the UAV is 50m. This was done to have

a fair comparison with the literature algorithm.

The number of beacon nodes in the RPE-FTSP integrated

literature solution varies from 25 up to 200. The beacon nodes

are equipped with a GPS receiver. It is important to note that

in our integrated solution, only the UAV is equipped with a

GPS receiver. To calculate the monitoring area (x, y), we used

the number of nodes (n) and the communication range rc of

the sensor nodes. The third dimension (z) for each node is a

random number between 0 and 10 m.

We used the SinalGo v.0.75.3 [15] simulator to evaluate

the algorithms and each scenario was replicated 33 times with

different seeds for random number generation. In all results,

the curves represent the mean values, whereas the error bars

represent the confidence interval of 95%.

B. Number of Nodes

In this section we evaluate the solutions for different number

of network nodes. For this analysis, we fixed the network

density in 30.

Figure 1. Flight plan.

Table I
SIMULATION PARAMETERS.

Parameters Values

Number of nodes 250 to 2000
Density 15 to 50

Communication range 50m
UAV communication range 50m

UAV speed 10m/s
RSSI error 5%
OHS error 5µs
RPE-FTSP 25 to 200 beacon nodes

Monitoring area (x and y) x = y =

n×π×r2
c

Density

Terrain (z) 0 to 10m
Flight altitude 20 to 50m

Broadcast interval (UAV) 1/second

Figure 2(a) shows the position estimation error. The pro-

posed system has a small error in the position estimation and

the error is not affected by the number of nodes, which is

not observed in the RPE-FTSP algorithm. The RPE-FTSP

position estimation error is around 3× greater compared to

our proposal and increases when we increase the number

of nodes. This happens because by fixing the number of

beacons and increasing the number of nodes, the unknown

nodes estimate their position based on reference nodes, which

has an estimated position. Thus, the estimation error spreads

in the network. We also can observe that when we increase

the number of beacon nodes, the estimation error decreases,

since more unknown nodes will estimate their position using

beacon positions. It is important to point out that, when we

have only 25 beacon nodes, the RPE-FTSP algorithm is not

able to estimate any position when n > 500. The main

disadvantage of using many beacon nodes is the network cost,

which increases substantially because of the GPS receivers.

Also, when the localization and synchronization problems are

solved, the beacon nodes become useless, since this process

runs just once during the network lifetime.

The synchronization error is shown in Figure 2(b). When

we increase the number of network nodes, the synchronization

error of the RPE-FTSP algorithm also increases. This is due

to the same fact that the RPE-FTSP position estimation error

increases when we increase the number of nodes, since both
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Figure 2. Number of nodes.

algorithms are executing together. When the network has 2000

nodes, the synchronization error of the RPE-FTSP algorithm

is 1.89 times greater compared to the proposed solution (when

B = 200). We also can see that the proposed synchronization

system is not affected by the number of nodes.

C. Network density

This section evaluates the algorithms for different network

densities. For this analysis, we fixed the number of network

nodes in 750.

Figure 3(a) shows the error in the position estimation

process. We can observe that the higher the values for the

network density, the better is the RPE-FTSP performance. This

is due to the fact that when we increase the network density

for a fixed number of nodes, the monitoring area decreases.

In this case, the position estimation error does not spread to

many nodes. Our solution, that uses an UAV is not affected by

the network density, since the UAV transverses all monitoring

area.

 0

 5

 10

 15

 20

 25

 15  20  25  30  35  40  45  50

E
rr

o
r 

(m
)

Density

RPE−FTSP B=25
RPE−FTSP B=50

RPE−FTSP B=100

 RPE−FTSP B=150
 RPE−FTSP B=200

 UAV

(a) Position error

 0

 5

 10

 15

 20

 25

 15  20  25  30  35  40  45  50

S
y
n
c
h
ro

n
iz

a
ti
o
n
 e

rr
o
r 

(µ
s
)

Density

RPE−FTSP B=25
RPE−FTSP B=50

RPE−FTSP B=100

 RPE−FTSP B=150
 RPE−FTSP B=200

 UAV

(b) Synchronization error

Figure 3. Network density.

The same behavior is observed in the synchronization

problem, since both algorithms runs together (Figure 3(b)).

It is important to note that for high values of network density,

there is no difference between our approach and the RPE-

FSTP algorithm.

V. CONCLUSIONS

In this paper, we proposed a joint solution for the 3D

localization and synchronization problems in WSNs by using

an UAV. The UAV traverses the sensor field broadcasting

its geographical position and clock time, allowing the sensor

nodes to estimate their position and global time. Simulation

results show that the proposed solution leads to a smaller

synchronization and localization errors when compared to

existing solutions. Moreover, the efficiency of our solution is

independent of the number of nodes in the network, which is

an important aspect in the case of scalability. Finally, under

our solution, all the sensor nodes are able to calculate the

global time and their position. As future work we intend to

consider different flight plans, and conduct experiments in a

real environment.
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