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Cooperative Diversity in Carrier Frequency Offset
A. Özg̈ur Yılmaz

Abstract— Cooperative diversity can enjoy the same benefits
of MIMO systems when there is no possibility of carrying
multiple antennas on a communication terminal. The main
distinction between MIMO and cooperative diversity systems is
the inherent asynchronism in the latter. We propose a model to
study the effects of carrier frequency offset along with symbol
asynchronism. Based on the proposed model, a Viterbi equalizer
is utilized as a solution for demodulation. Through simulations,
it is observed that such a solution suffers a graceful loss with
increasing carrier frequency offset.

I. I NTRODUCTION

Diversity is a powerful technique to mitigate the adverse
effects of fading in wireless communications. Space diversity
made possible by multi-input multi-output (MIMO) systems
[1], [2] have been quite popular in the last decade. Although
MIMO systems provide substantial increase in capacity, it may
not always be possible to physically carry multiple antennas
at transmitters and receivers. This problem can be solved by
distributed antenna systems formed by antennas belonging
to different terminals [3]. After a communication with relay
terminals, a virtual antenna array consisting of the antennas
of the relays can be created and utilized in analogy with a
MIMO system.

Many of the techniques developed for MIMO systems can
be easily extended to be used in cooperative diversity [4],
[5]. However, most of the research work assume a perfectly
synchronous communication scenario which somehow masks
the difference of cooperative diversity schemes as to MIMO.
In MIMO systems, all the antennas at the transmitter are fed
with the same clock and hence there is perfect synchronization.
The same holds for the receiver side. In cooperative diversity
we cannot talk of the same level of synchronization since
the antennas are on different terminals. Hence, cooperating
antennas are running with different clocks and this constitutes
the main distinction of cooperative diversity as compared to
MIMO systems.

There could be various sorts of synchronization problems
in a communication system. We neglect the frame synchro-
nization problem but focus on symbol and local oscillator
synchronization in this article. Cooperative diversity with no
symbol synchronization can be studied in the form of an
intersymbol interference (ISI) channel as in [6] where an
MMSE based solution was proposed. In [7] a family of space-
time trellis codes were utilized to resolve the same problem.
We will utilize the ISI channel model in order to take the
symbol asynchrony into account. We will further induce a
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carrier frequency offset on the signals coming from the relays
which can occur due to missynchronized local oscillators,
mobility of the terminals etc.

There are studies that evaluate the capacity of cooperative
diversity within various scenarios [3], [8], [9]. Current liter-
ature seems to lack of performance evaluation of practical
cooperative schemes. We focus, in this study, on a practical
scenario where relays perform the simple decode-and-forward
operation without any manipulation on data where perfect
synchronization is not assumed. The outline is as follows. We
explain the system model in Section II. The proposed equalizer
is described in Section III along with performance evaluation.
The paper is concluded with Section IV.

II. COOPERATIONMODEL

We consider a cooperative diversity scheme in which a
source transmits its signal uncoded in packets to relays first
with appending cyclic redundancy check (CRC) bits. The
relays demodulate the signal sent by the source and transmit
it to a destination without any modification as in repetition
coding if CRC check is successful. We consider such a plain
uncoded scenario along with flat fading channels to closely
observe the effects of carrier frequency offset. Other scenarios
can be studied within a similar framework. Root raised cosine
(RRC) pulse shaping and binary phase shift keying (BPSK)
modulation is used throughout the study.

At the destination, the signal received from a relayi is

x′′i (t) = <
{

ej2π(fc+fi)tαi

N−1∑

k=0

ukg(t− kTs − τi)

}
, (1)

where fc is the desired carrier frequency,fi is the carrier
frequency offset for relayi, αi is the channel coefficient from
relay i to destination,N is the number of symbols in a packet,
uk ’s are transmitted symbols,g(t) is the RRC pulse,Ts is
the symbol duration, andτi is the time offset. The channel
coefficientαi is a circularly symmetric complex Gaussian zero
mean random variable with variance1. The RRC pulse is
truncated to[−6Ts, 6Ts]. This signal is downconverted byfc

and after I/Q demodulation the equivalent lowpass signal is

x′i(t) = ej2πfitαi

N−1∑

k=0

ukg(t− kTs − τi). (2)

A standard matched filtering operation is performed with
g(−t) and hence

xi(t) =
N−1∑

k=0

ukαi

(
ej2πfitg(t− kTs − τi)

) ∗ g(−t) (3)

is obtained where∗ stands for the convolution operation. Had
not been any carrier frequency offset and any problem with
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respect to sampling time offset, a sampling period ofTs would
have ensured an ISI-free discrete baseband equivalent signal.
Since there are multiple relays whose signals interfere at the
destination, it is possible neither to resolve carrier frequency
nor sampling time offset problems.

In general, the term
(
ej2πfitg(t− τ)

) ∗ g(−t) cannot be
simplified. However, whenfiTs is not so large, it can be
checked numerically that a good approximation is
(
ej2πfitg(t− τ)

) ∗ g(−t) ≈ ej2πfit (g(t− τ) ∗ g(−t)) . (4)

We will develop a model to be utilized in the remainder of the
paper using this approximation while signals in simulations
will be generated based on the actual signal in (3). Upon
the approximation above, the signal received from relayi at
destination becomes

xi(t) =
N−1∑

k=0

ukαie
j2πfitr(t− kTs − τi), (5)

wherer(t− τ) = g(t− τ) ∗ g(−t).
After the sampling operation, a discrete-time version of the

signal is obtained and a received vector is formed byxi,n =
xi(nTs). ISI results from ther(t − τi) after sampling due to
sampling time offset. We will make use of anL−tap vector

[hi
0 hi

1 . . . hi
L−1] = αi[r(−τi) r(Ts−τi) . . . r((L−1)Ts−τi)]

(6)
to represent this ISI with the channel gain. When all these are
combined, the following expression is found with the vector
notation(A)m

p = [am am+1 . . . ap]T

(Xi)m
p = δm

i DiHi(U)m−L+1
p (7)

where δi = ej2πTs , Di is a diagonal matrix with elements
1, δi, δ

2
i , . . . , δp−m

i , andHi is the(p−m + 1)× (p−m + L)
convolution matrix corresponding to[hi

L−1h
i
L−2 . . . hi

0]. Per-
fect channel state information is assumed to be available at
the destination. This information includes both the frequency
offset and the ISI due to sampling time offset. Hence, the
matricesDi andHi are perfectly known at the destination. One
possible way to estimate these matrices is to send a training
sequence repetitively a few times and estimate the Doppler
frequency just as it is done in Doppler radars [10]. This sort
of a channel identification is beyond the scope of this paper
and will be addressed in future studies.

For the remainder of this paper, two relays will be sending
signals to the destination. When this occurs, we have the
following received signal at the destination

(Y )m
p = (δm

0 D0H0 + δm
1 D1H1) (U)m−L+1

p + (W )m
p , (8)

where Y and W vectors stand for the received signal and
circularly symmetric complex Gaussian white noise with zero
mean and varianceN0, respectively. If an MMSE solution is
to be used to estimate the transmitted symbols, one has to use
the autocorrelation of(Y )m

p which can be evaluated as

E
[
(Y )m

p ((Y )m
p )H

]
= Es · (D0H0H

H
0 DH

0 + D1H1H
H
1 DH

1

+2<{(δ0/δ1)mD0H0H
H
1 DH

1 }) + N0I, (9)

where (·)H denotes the conjugate transpose andI is the
identity matrix. It is obvious from (9) that the autocorrelation

and hence the MMSE filter change in time due to the(δ0/δ1)m

term. Hence, the approach taken in [6] is not helpful when
there is carrier frequency offset in a cooperative diversity
scheme. A Viterbi algorithm [11] based solution is to be
proposed and its performance evaluated in the next section.

III. V ITERBI EQUALIZER IN CARRIER FREQUENCY

OFFSET

Through (8), the received signal at time epochm can be
expressed as

ym =
L−1∑

k=0

(
δm
0 h0

k + δm
1 h1

k

)
um−k + wk. (10)

Keeping the symbols prior to the current symbol in a state, a
state trellis can be constructed just as in the case of regular
Viterbi based ISI equalizers. The only modification to be made
is on the channel coefficients. As opposed to the regular ISI,
we also have rotating phasor termsδ0 andδ1. These terms are
raised to themth power, multiplied by the channel coefficients
for the respective relays, and overall channel coefficients
at epochm are calculated as a sum of these two channel
coefficient vectors. These channel coefficients are then used in
branch metric calculation. This modification adds a negligible
computational complexity to a Viterbi equalizer.

Two values of the RRC rolloff factorβ will be made use
in simulations. The first value is0.5 which corresponds to a
more spread spectrum in comparison to the second value of0.2
which forms a quite confined spectrum. Two relays cooperate
in all the simulations with perfect channel information at
destination. Without loss of generality, it is assumed that the
relay with the smaller delayτi has no carrier frequency offset.
To incorporate the effect of sampling offset, it is assumed that
sampling starts att = 0 secs while the relays have random
delaysτ0 andτ1. Moreover, it is assumed thatτ0 is uniformly
distributed within[0, 0.5Ts] secs so that sampling starts around
the arrival of the first relay’s signal as that would occur in real
life. We furthermore consider such a network scenario that the
delays between two relays is uniformly distributed between
[0, Ts] secs so that the time offset between two relays do not
exceed one symbol period. A tap number ofL = 3 is used
under the scenario investigated here. All these numbers are
arbitrary and can be changed as desired. However, one should
take into account the fact that a higher number of taps and
thus a more complex equalizer have to be utilized if relays
cause a more spread channel. In that case, data rate can be
traded off against computational complexity.

In Fig. 1 the bit error rate (BER) of BPSK modulation
equalized by the algorithm explained above is depicted. Dif-
ferent lines correspond to different values of carrier frequency
offsets normalized with the symbol duration. For example, a
carrier frequency offset of500kHz correspond to a normalized
frequency offset of0.05 if the symbol duration equals100
nsecs. Data symbols are transmitted in packets of length100.
At least 1000 packet errors are collected for each simulation
point. As seen in the figure, the algorithm works quite well up
until a normalized carrier frequency of0.06. SNR losses range
around0 to 0.3dB for carrier offsets up to0.06 when compared
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to the case of no carrier offset. However, at larger frequency
offsets SNR losses are around1 − 2dB depending on the
operation point in the SNR range of interest. This undesirable
loss is due to the inaccuracy of the approximation in (4) at
high frequency offset values. Also drawn in the figure for
comparison are the error rate curves forτ0 = τ1 = 0 andτ0 =
0, τ1 = Ts cases, both with no carrier frequency offset. The
former one corresponds to perfectly synchronized relays and
offers a diversity order of one along with a channel coefficient
with twice the power. The diversity order is not two since a
repetition coding is implemented in this study rather than an
Alamouti-like code. The latter case has diversity two as there
are two perfectly distinguishable taps in the channel response.
Error rates are analytically calculated based on the BPSK
error performance in fading channels by Thm4.1 in [2]. The
performance of the system studied here exhibit performance in
between these two cases sinceτ1− τ0 is uniformly distributed
in [0, Ts] and thus has diversity in average between one and
two.
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Fig. 1. Bir error rate performance of the proposed equalizer at various carrier
frequency offset values

A more confined spectrum should exacerbate the problem
occurring due to frequency offset. When there is frequency
offset, the signal spectrum shifts. The matched filter spectrum
does not perfectly align with the shifted signal spectrum.
Hence, there has to be a larger SNR loss in smaller values
of rolloff factor. In Fig. 2 BER is depicted for the previous
scenario withβ = 0.2. In this case, SNR losses are more
visible with increasing frequency offsets as expected.

IV. CONCLUSION

Asynchronism is inherent in cooperative diversity systems.
We propose a model to study the effects of imperfect carrier
frequency and symbol synchronization. An algorithm based on
Viterbi algorithm is developed and its performance is evaluated
by Monte Carlo simulations. It is found out that the proposed
algorithm effectively mitigates the carrier frequency offset
problem unless the offset is large. Moreover, carrier frequency
offset degrades the performance to a larger extent when the

0 5 10 15 20
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

B
E

R

f
1
T

s
=0

f
1
T

s
=0.03

f
1
T

s
=0.06

f
1
T

s
=0.09

Diversity−1
Diversity−2

Fig. 2. Bit error rate performance of the proposed equalizer at various carrier
frequency offset values

transmitted signal has a more compact spectrum. We currently
address the channel identification problem in the system
studied here along with research on analytical performance
evaluation, use of differential modulation in such a setting,
other approximations for the frequency-shifted signals, and
space-time coding.
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