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Relative Clock Synchronization in Wireless Networks
Iman Shames and Adrian N. Bishop

Abstract—This letter introduces a simple convex, constraint
based, optimization protocol for the problem of relative clock
synchronization in wireless (sensor) networks.

Index Terms—Clock synchronization, wireless networks.

I. INTRODUCTION

W IRELESS sensor networks provide a novel solution
to a wide range of problems across a number of

application areas. In many applications [1], [2], individual
sensor nodes are often required to attach so-called “when”
and “where” information to the underlying sensed data.

The problem of relative clock synchronization for wireless
networks (or distributed networks more generally) is not new
[1], [2] and a number of protocols exist. We consider algo-
rithms based on the time-of-arrival (TOA) stamps measured at
individual sensors from a limited number of wireless signals
transmitted by certain neighbour nodes in the network. The
measurements at sensor 𝑖 typically take the form

�̂�𝜅𝑖𝑗 = 𝑡𝜅𝑖𝑗 + 𝑒𝜅𝑖 = 𝜏𝜅𝑖 +
𝑟𝑖𝑗
𝑣

+ 𝑒𝜅𝑖 (1)

for a signal, indexed by 𝜅, transmitted from sensor 𝑗. The
inter-sensor range is 𝑟𝑖𝑗 and the speed of signal propogation
is 𝑣. Here, 𝑒𝜅𝑖 is a zero-mean Gaussian distributed random
variable with variance 𝜎2

𝑒𝑖. In general, we assume that 𝑒𝜅𝑖
and 𝑒𝜅𝑗 are independent. The time 𝜏𝜅𝑖 is the unknown time
of transmission for message 𝜅 measured in node 𝑖’s internal
time frame. We assume that node 𝑗 transmits

𝜏𝜅𝑗 = 𝜏𝜅𝑗 + 𝑛𝜅
𝑗 (2)

to node 𝑖 where 𝜏𝜅𝑗 is the time of signal transmission as
measured in node 𝑗’s time frame. We assume 𝑛𝜅

𝑖 is a zero-
mean Gaussian distributed random variable with variance 𝜎2

𝑛𝑖.
Note that 𝑡𝜅𝑖𝑗 = 𝜏𝜅𝑖 +

𝑟𝑖𝑗
𝑣 = 𝜏𝜅𝑗 + (𝜏𝜅𝑖 − 𝜏𝜅𝑗 ) +

𝑟𝑖𝑗
𝑣 and we

can now introduce the following definition.
Definition 1: The relative clock bias at 𝑖 is given by 𝛽𝑖𝑗 =

𝜏𝑗 − 𝜏𝑖 = −𝛽𝑗𝑖. If node 𝑖 knows 𝛽𝑖𝑗 for all nodes 𝑗 within node
𝑖’s communication range then node 𝑖 is said to be synchronized.
Moreover, if all nodes are synchronized then the network is
said to be globally synchronized. Two nodes 𝑖 and 𝑗 within
communication range are said to be adjacent.

We assume that events stamped in node 𝑗’s internal clock
as 𝜃𝑗 which are transmitted to an adjacent node 𝑖 are then
transformed into node 𝑖’s internal frame using 𝜃𝑖 = 𝜃𝑗 − 𝛽𝑖𝑗 .
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The simplest approach for pair-wise clock synchronization
is to compute the estimate

𝛽𝑖𝑗 =
(�̂�𝑎𝑗𝑖 − 𝜏𝑎𝑖 )− (�̂�𝑏𝑖𝑗 − 𝜏𝑏𝑗 )

2
(3)

when 𝑖 and 𝑗 are adjacent. Node 𝑖 broadcasts a packet 𝑎 to
node 𝑗 along with 𝜏𝑎𝑖 . Node 𝑗 measures �̂�𝑎𝑗𝑖 and subsequently
returns a packet 𝑏 to node 𝑖 along with �̂�𝑎𝑗𝑖 and 𝜏𝑏𝑗 . Node 𝑖 then
measures �̂�𝑏𝑖𝑗 and computes 𝛽𝑖𝑗 . Given multiple measurements
over time then taking the average of 𝜏 𝑖𝑗 results in the uncon-
strained maximum likelihood estimate (MLE) for 𝛽𝑖𝑗 [2].

Assumption 1: The clock drift is neglible over short time
intervals, e.g. those considered in this work. That is, the true
relative bias 𝛽𝑖𝑗 =

1
2 [(𝑡

𝑎
𝑗𝑖 − 𝜏𝑎𝑖 )− (𝑡𝑏𝑖𝑗 − 𝜏𝑏𝑗 )] is independent of

the packet indices 𝑎 and 𝑏.
The solution to (3) is widely used and is a variant on the

remote clock reading algorithm [1]. A wide range of dis-
tributed clock synchronization prototols are based on variants
of this technique [2]. A widely referenced technique known
as the reference broadcast synchronization (RBS) protocol can
be regarded as a simplified variant of the above approach
[3] where a single node is elected as a reference transmitter
(at least within defined clusters) and the time difference
between time stamps receieved at adjacent nodes amounts to
a bias estimate. Other techniques such as the Timing-sync
Protocol for Sensor Networks (TPSN) [4], the Flooding-Time
Synchronization Protocol (FTSP) [5], the Routing Integrated
Time Synchronization protocol (RITS) [6] and others also use
a variant of the above solution with various modifications, e.g.
the broadast technique and toplogy, compensation for drift etc.
For brevity, we point to the survey [2] for details.

Alternatively, a number of algorithms based on the idea
of distributed consensus (developed in the control community
[7]) have recently been introduced [8]–[10]. Many of these
techniques have the advantage of being truly distributed.
However, such protocols typically neglect the addition of noisy
measurements and are often based on the notion of asymptotic
convergence, i.e. they require continual execution. However,
some of these techniques [11] inherently solve the problem
in the face of clock drift, albeit under ideal (noiseless) sensor
conditions.

A. Our Contribution

Our approach is based on the relative communication proto-
col and equation (3). We explicitly stated that the solution (3)
is unconstrained as it naively neglects the constraints imposed
on the relative clock biases by the existence of network cycles.
For example, consider a simple network of three sensor nodes
{𝑖, 𝑗, 𝑘} with a triangular network topology. Now it follows
from simple algebra that

𝛽𝑖𝑗 + 𝛽𝑗𝑘 + 𝛽𝑘𝑖 = 0 (4)
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and thus any solution to (3) must satisfy such a constraint. We
are unaware of any similar algorithm in the literature which
explicitly considers such constraints.

The main contribution of this paper is a simple centralized
solution to the problem of clock synchronization for wire-
less sensor networks based on constraint opimization. The
approach introduced in this paper explicitly considers the
constraints imposed on the solution by the network topology.
The algorithm we propose is robust to individual node failures,
measurement noise (in every input considered) and modeling
uncertainties. To the best of our knowledge no other technique
exploits the inherent network cyclic constraints in the convex
optimization program introduced in the next section.

II. CONSTRAINT-BASED CLOCK SYNCHRONIZATION

We start this section by formally presenting the problem
that we address in this letter.

Problem 1: Consider the network 𝒩 , with underlying
graph 𝒢(𝒱 , ℰ), where 𝒱 = {𝑖}𝑁𝑖=1 with ∣𝒱∣ = 𝑁 , is its
vertex set and ℰ is its edge set. Moreover the undirected edge
{𝑖, 𝑗} ∈ ℰ if and only if nodes 𝑖 and 𝑗 are adjacent in the
network, in other words one can calculate a 𝛽𝑖𝑗 as in (3). The
answers to the following questions are sought.

1) In the absence of noise, under what conditions can one
find 𝛽𝑖𝑗 for any pair of nodes 𝑖 and 𝑗 in the network?

2) In the presence of noise, how can one improve the
calculated values of 𝛽𝑖𝑗 obtained from (3)?

It is common to say two nodes 𝑖 and 𝑗 are adjacent if they
are in close physical proximity to one another, i.e. {𝑖, 𝑗} ∈ ℰ
iff the range 𝑟𝑖𝑗 is less than some threshold 𝑑𝑡. We do not
restrict ourselves to this case however.

In the following theorem we answer the first question posed
in Problem 1.

Theorem 1: All the relative clock biases in the network,
𝛽𝑖𝑗 , ∀ 𝑖, 𝑗 ∈ 𝒱 , can be calculated if and only if graph 𝒢 is
connected.

Proof: For every undirected edge {𝑖, 𝑗} of the graph
and when there is no noise in the measurements we can
calculate the relative clock bias uniquely from Equation (3).
If the network is connected, then there exists a path from
any node 𝑖 from each node 𝑗 ∕= 𝑖. It is obvious that the
relative clock bias 𝛽𝑖𝑗 , is uniquely determined as the sum of
the clock bias differences along the path connecting 𝑗 to 𝑖.
Vice versa, assume that there exists no path from node 𝑗 to 𝑖.
Therefore, 𝑗 and 𝑖 belong to distinct connected components of
the network. No measurement is available about the relative
clock bias of each node in the component containing 𝑗 with
respect to any node in the component containing 𝑖. Therefore,
it is not possible that only a single relative clock bias 𝛽𝑖𝑗 is
compatible with the measurements. This completes the proof.

Now we address the second question posed in Problem 1 by
proposing a method which takes a similar approach to the one
proposed in [12] to improve the relative clock biases obtained
from solving (3) in the presence of noise. Note that for every
cycle in the network, we can enforce a constraint along the
lines of (4). If 𝒢 is a tree, then there are no redundant cyclic
constraints and we cannot reduce the effect of noise on the
bias estimates beyond the solution (3).

Before continuing further, we have the following definitions.
Definition 2: Define the directed edge set ℰ𝑑 as

ℰ𝑑 = {(𝑖, 𝑗)∣{𝑖, 𝑗} ∈ ℰ , & 𝑖 < 𝑗)}, (5)

furthermore, let 𝒢𝑑 denote the directed graph (digraph) with
vertex set 𝒱𝑑 and edge set ℰ𝑑.

Definition 3 (Path and cycle): Let 𝒢 be either a directed or
undirected non-empty graph. A path is a non-empty graph
𝑃 = (𝑉𝑃 , 𝐸𝑃 ) ⊂ 𝒢 of the form 𝑉𝑃 = {𝑖}𝑘𝑖=1 and
𝐸𝑝 = {(𝑗𝑖, 𝑗𝑖+1)}𝑘−1

𝑖=1 , where {𝑗1, ⋅ ⋅ ⋅ , 𝑗𝑘} is a permutation
of {1, ⋅ ⋅ ⋅ , 𝑘}. The vertices 𝑗2, ⋅ ⋅ ⋅ , 𝑗𝑘−1 are the inner vertices
of 𝑃 . Furthermore, every sequence of edges that form a closed
path in 𝒢 and do not visit the same node twice, except the
start/end node, is called cycle and it is denoted by Λ.

The direction of a cycle is the order in which the nodes are
visited. We let 𝐿(𝒢) denote the set of all cycles of 𝒢, and ∣Λ∣
denote the number of edges in the cycle Λ. It should be noted
that, in a digraph 𝒢𝑑, the cycle directions are independent of
the direction of the individual edges composing the cycles.

Definition 4 (Cycle vector): For Λ ∈ 𝐿(𝒢𝑑), the cycle
vector is the vector 1Λ ∈ {−1, 0,+1}∣ℰ∣, Λ ⊂ ℝ

∣ℰ∣ whose 𝑖-th
entry is +1 if the 𝑖-th edge belongs to Λ and its orientation
is consistent with the orientation of Λ, −1 if the 𝑖-th edge
belongs to Λ and its orientation is opposite the orientation of
Λ, and is 0 otherwise.

Definition 5 (Set of cycle and fundamental cycle vectors):
The set of cycle vectors is 𝐿 = {1Λ, ∀Λ ∈ 𝐿(𝒢𝑑)}. A set
of fundamental cycle vectors 𝐿𝑓 ⊂ 𝐿 is a subset of 𝐿
that constitute a base for 𝐿. The elements of 𝐿𝑓 are called
fundamental cycle vectors.

Given a set of fundamental cycle vectors 𝐿𝑓 , we let 𝐿𝑓(𝒢𝑑)
denote the associated fundamental cycles 𝐿𝑓 (𝒢) = {Λ ∈
𝐿(𝒢𝑑)∣1Λ ∈ 𝐿𝑓}.

Definition 6 (Cycle and fundamental cycle matrix): The
cycle matrix 𝐶 of a directed graph 𝐺𝑑 is the 𝑘 × ∣ℰ∣ matrix
𝐶 = [1Λ1 , ..., 1Λ𝑘

]⊤ where 𝑘 is the dimension of 𝐿. The
𝑟 × ∣ℰ∣ matrix 𝐶𝑓 ⊂ 𝐶, with 𝑟 = dim(𝐿𝑓 ), such that each
row represents a fundamental cycle vector in 𝐿𝑓 , is called
the fundamental cycle matrix

𝐶𝑓 = [1Λ1 , ..., 1Λ𝑟 ]
⊤, ∀1Λ𝑖 ∈ 𝐿𝑓 (6)

Note that 𝐶𝑓 is not unique since it depends on the choice of
the fundamental cycles vectors, and it is a full rank matrix.
For more information on how to calculate fundamental sets of
cycles one may refer to [13].

Let 𝑁𝑖 be the set of all the nodes 𝑗 such that (𝑖, 𝑗) ∈ ℰ𝑑.
Define 𝐵𝑖 ∈ ℝ

∣𝑁𝑖∣, as the vector obtained from stacking all the
pseudo-measurements 𝛽𝑖𝑗 calculated from solving (3) , ∀ 𝑗 ∈
𝑁𝑖. Now let 𝐵 = [𝐵⊤

𝑖 , ⋅ ⋅ ⋅ , 𝐵⊤
𝑁 ]⊤, and Θ be the vector of the

to be calculated estimates, where its 𝑘-th entry corresponds to
the estimate of the 𝑘-th entry of 𝐵.

We want to solve the estimation problem in a least square
sense, hence we have

minimize
Θ∈ℝ∣ℰ∣

∥𝐵 −Θ∥2

subject to 𝐶⊤
𝑓 Θ = 0

(7)
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Fig. 1. An example of a network with 100 nodes that is considered here.

Moreover, we recast the constraint as Θ ∈ ker(𝐶⊤
𝑓 ). Assume

ker(𝐶⊤
𝑓 ) has 𝜖1, ⋅ ⋅ ⋅ , 𝜖𝑚 as a basis so we have

Θ =

𝑚∑
𝑖=1

𝛼𝑖𝜖𝑖. (8)

And the optimization problem (7) transforms into

minimize
𝛼1,⋅⋅⋅ ,𝛼𝑚∈ℝ

∥𝐵 −
𝑚∑
𝑖=1

𝛼𝑖𝜖𝑖∥2, (9)

which can be solved easily. The solution to (7) is a constrained
maximum likelihood estimate under the adopted error assump-
tions. Furthermore, note that if the graph does not have any
cycles (it is a tree), the solution to (7), will be the same as
the solution obtained from solving the unconstrained equation
(3) for all the edges in the network, in other words Θ = 𝐵.

In the next section we present an example in which we
compare the result obtained from solving the constrained
optimization introduced here and the result obtained from
solving the unconstrained equations of type (3).

III. ILLUSTRATIVE EXAMPLE

Consider a network of 100 nodes (An example of such
network is depicted in Fig. 1). Relative clock bias estimates are
calculated for different levels of measurement noise at node
1 (Node 1 is assumed to have access to all the measurements
in the network.). The mean-square error in the clock bias
estimate is computed over 1000 runs. The position of the
nodes are randomly generated during each run according to
a uniform distribution and the topology of the network is the
standard proximity graph (and is thus random). The mean-
square error of the estimates for both cases with considering
and without considering the cycle constraints are compared
with each other, as in Fig. 2.

IV. CONCLUSION

In this letter we first formalized in which graph structure
one can calculate all the relative clock biases between any pair
of nodes, and then we proposed a method based on solving a
convex constrained optimization problem to estimate relative
clock biases in a (sensor) network. This method will in general
outperform the simple unconstrained method already available
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Fig. 2. The mean square error of clock bias estimates for different noise
levels.

in the literature. Simulation results are presented to back this
claim. Moreover, we note that it should be possible to include
constraints (of the form introduced in this paper) to the (more
general) algorithms presented in [3]–[6]. Finally, we highlight
the fact that the method presented here does not address the
problem of interest in a distributed way, and a future research
direction is to develop a distributed version of this method.
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