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Abstract

A-posteriori probability (APP) receivers operating oveultiple-input, multiple-output channels
provide enhanced bit error rate (BER) performance at theé cbsncreased complexity. However,
employing full APP processing over favorable transmissiovironments, where less efficient approaches
may already provide the required performance at a reduaeglexity, results in unnecessary processing.
For slowly varying channel statistics substantial comipyesavings can be achieved by simple adaptive
schemes. Such schemes track the BER performance and ddjusirplexity of the soft output sphere

decoder by adaptively setting the related log-likelihoatior (LLR) clipping value.

Index Terms
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I. INTRODUCTION

arXiv:1011.2113v2 [cs.IT] 4 Oct 2012

Multiple antennae systems with spatial multiplexing offecreased spectral efficiency and
therefore, they have been adopted by several upcomingesgelommunication standards like
IEEE 802.11n and IEEE 802.16A:posteriori probability (APP) receivers, which exploit soft
information content, can efficiently decode such scheméstbihe cost of increased processing
requirements. Accurate (full complexity) APP receiverqassing may be demanded for achiev-

ing the required bit error rate (BER) performance when tratisng over unfavorable channels
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(i.e., ill conditioned and of low signal-to-noise ratio (B)N. However, it may be unnecessary
for favorable transmission conditions where the requiredggmance can be achieved even by
approximate, reduced soft information processing.

In this context, a low overhead adaptive approach is prapaming at avoiding such
unnecessary soft-output detection processing. It targegstical scenarios where the channel
statistics lead to only slowly varying (over subsequentecbtbcks)average achievable BER
performance. The proposed output detector is realized @anmef the depth-first sphere decoder
(SD) of [1] which can ensure the (exaatax-log MAP performance, when required. The
scheme adjusts the processing requirements of the SD tartjpet-error-rate (TER) performance
by changing thdog-likelihood ratio (LLR) clipping value afterevaluating (i.e., tracking) the
provided BER performance. Inl[1],/[2] the fundamental idétuaing the SD complexity and the
performance via LLR clipping is demonstrated via extensiveulations. However, no discussion
has been made on how to practically set the LLR clipping vatuerder to adjust on-the-fly
the receiver’s processing requirements to the TER.

The proposed approach does not require the exact relaipobstween the LLR clipping value
and the resulting performance. Therefore, it is genergljyliaable to any transmission scenario
(i.e., channel code, modulation, SNR, etc.) without natagsg any kind ofperformance predic-
tion (i.e., analytical or by extensive simulations) burden.His twork, the applicability of such
adaptive schemes is demonstrated, without claiming anymafity for the specific tracking
algorithm.

1. APP RECEIVER PROCESSING FORMIMO SYSTEMS

In MIMO transmission withMr transmit andM > M receive antennas, at theth MIMO
channel utilization, the interleaved coded bits are graduipéo blocksB,, (t = 1,..., My and
u = 1,...,U with U being the number of channel utilizations per code block) rideo to be
mapped onto symbols ,, of a constellation se$ of cardinality|S|. The bipolark-th bit resides
in block By iog,|s1,« @nd the blocks3, ,, are mapped onto the symbalg, by a given mapping

function (e.g., Gray mapping). The corresponding receivggx 1 vectory,, is, then, given by
Yu = Husu + n,, (l)

whereH,, is the My x M7y complex channel matrix which can be QR decomposed Hjo=

Q.R., with Q, a unitary Mr x My matrix andR, an My x My upper triangular matrix
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with elementsR, ;,, and real-valued positive diagonal entries. 8y= [s1 .4, S2.4; ---, sMT,u]T the
transmitted symbol vector is denoted, whilg is the noise vector consisting of i.i.d., zero-mean,
complex, Gaussian samples with variareé.

The soft-output detector calculates thgosteriori LLRs for all the symbols residing in the
frame to be decoded. Assuming statistically independest (oiue to interleaving) and under
the max-log approximation, due to the QR decomposition the LLR calooaproblem can be

reformulated to the following constraint tree-search pgobknown as SDI[3]

1 .
Lp (chin) ® 5 min [ly's — Rus,|*~
nSu€Sy

1

— . — Rusull? 2
2025urrglbni’ ly’ | (2)

wherec,;, is the b-th bit of thei-th entry ofs,, Sbw are the sub-sets of possibdg symbol
sequences having theth bit value of theiri-th s, entry equal to+1 andy’, = Q."y, =
[y/lnuy/?,u? o Y " Then the corresponding tree search problem can be soleeddiing to
[1].

The resulted soft information is de-interleaved and fedhi® goft-input, soft-output (SISO)
channel decoder aspriori information, with L 4 (¢x) denoting thea-priori information of the
¢, encoded bit. This information is employed for calculatihg thannel decodera posteriori
soft informationL, (¢;) whose sign provides the corresponding decoded;biPractically, this
a-posteriori information can be efficiently calculated by the BCJR-MABaalthm [4].

By employing themax-log approximation (for easier inspection and without loss ofegality),

and since ( ‘~ - )
exp (—|La(¢)|/2 .
1+ exp (— ‘EA (&) ) o (CiLA /2 ) ’ ©

Ple) =

after extracting some mutually exclusive terms, it can b&lgahown that

Z)D (Ek)%%fn@ﬁ {i (CZLA i) ‘LA )}_
c:C’k i—1
%I%ax {i(m (@) = |La (@) )}, (@)
¢ i=1

with C*! being the set of possible encoded sequefces length K, with their k-th bit equal
k

to +1. The candidate sequences for maximizing each of the tern{d)imre those with the
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corresponding non-positive sums being as close to zerosshpe. Therefore, it is not expected
that highly unlikely bits (i.e., with higtﬁA (&)
will belong to those sequences (except possibly the bit uodlestraintc,) since they contribute

value and sign opposite th, (&), see (3))

with highly negative values. In addition, since the cantidaits (except fo;) are expected to

contribute with values close to zero, bounding #ﬁg (Ek)‘ value of the bit under constraint by
a large value will not affect the final sign of (4) and, consagly, the decoded bit. Therefore,
approximate calculation of theepriori information of the the highly unlikely bits is not expected
to significantly affect the resulting BER. In the same wayghty likely bits (i.e., with high

|La ()
of their actuala-priori information (see (4)). The last observations lead to theclemion that

value and of the same sign wifh, (¢;)) will contribute with a zero value independently

approximate (and thus of lower complexity) calculation loé tstrong soft information, (i.e., of
high [L 4 (¢;) ) is not expected to significantly affect the outcome of th8®Ichannel decoder

and, therefore, the provided BER.

[1l. ADAPTIVE LLR CLIPPING

The problem to be addressed is to adaptively find the minimlipping value, and thus to
minimize the SD complexity, which does not jeopardize th&Terformance. To this direction,
a coarse LLR clipping valueﬂg?) is initially set, large enough to safely preserve the TER.
Then, L, is adaptively reduced so that the provided performancehemathe TER. In detail, the
following steps are performed:

1) BER Evaluation: According to [5] the error probability of the hard decisiohthe bit ¢

with a-posteriori LLR L. is

P.(c) = (1 +exp (|L()) (5)

Since the average error rate is dominated by the bits withsthaller LLR magnitudes,

the BER of them-th code block can be approximated as

sy 1D
JURRN LB <cm) n <N (6)
r=1

. () . . . . . ~
with Crm being the information bit of the:-th code block with the:-th smallesqLD (ék)’
value, N being the number of information bits and with the accuracythef estimate

increasing withn.
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2) Clipping Value Initialization: For the bits which meet the TER constraint already before
channel decoding (i.e}iA (Ek)‘ > Lrgr = n(TER™' — 1) ~ —In(TER), see (5)) their
average BER performance after channel decoding is expeztee even better. Therefore,
the Lgl)) value can be set equal for . This initialization does not compromise the TER
performance since, as discussed, high magnitude LLR dlgpgoes not significantly affect
the SISO decoding. This is verified by simulations in Sectidn

3) Clipping Value Adaptation: The following simple adaptive algorithm can be used to sidju
the LLR clipping value to the TER performance

Ly} =Ly = p[In (TER) — In (B V)] (7)

cl,c
Lgn) = max {min {LTER, Lgnc)} , |L|min} (8)

with 1 being the step size parameter grid

min

being the minimum possible LLR mag-
nitude determined by the fixed point accuracy. Then, by (8)-pasitive L., values are
avoided (nax operation). Additionally, unnecessafy, (and thus complexity) increase is
avoided for those cases where the best achievable erropeetarmance is worse than the
TER (min operation).

If the exp(|L(c)|) and theln(f?b) operations of (5) and (7) are implemented by means of lock-up

tables (which can be efficiently done for tihéc) and P, ranges of interest), the main processing

overhead of the proposed approach can be approximated to(Bg. 5) +1 (Eq. 6) +1 (Eq.

7) = n + 2 real divisions per code block. However, as shown in Sectigralsmalln (< 50)

provides adequate accuracy. Therefore, the induced aeikesery small compared to the (per

code block) SD complexity gain of Section IV.

V. SIMULATIONS

A 4 x 4 MIMO system is assumed, operating over a spatially and teaflgouncorrelated
Rayleigh flat-fading channel. The encoded bits are mappaed d6-QAM via Gray coding.
A systematic(5/7)s recursive convolutional code of rate 1/2 is employed withodec block
of N = 1152 information bits. The log-MAP BCJR algorithm has been emptb for SISO
channel decoding. Tracking takes place over 100 consedpaemés and: = 0.1 unless otherwise

specified.
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In Fig. 1 the BER performance of the proposed approach is sHowvarious TER values
(1074, 1073, 1072) and n = 50 and N. For n = 50 the estimated BER is slightly lower
(better) than fomm = N (see (6)). For high TER values this estimation difference lead to
significantly larger tracking steps (see (7)) and thereforiaster convergence. Then, significant
average performance difference can be depicted as in Fi§o Validate the efficiency of the
L, initialization, . = 0 is also considered. Then, as expected, a performance divezgis
observed only when the TER performance is worse (higher) tha best achievable. However,
the resulted degraded performance still significantly etiggms the TER which denotes that a
great amount of unnecessary processing takes place. Tihe taduced fopx = 0.1 andn = N,
but with a provided BER which can be slightly worse than th&RTik the high SNR regime and
for high TER values (see TER8* and SNR> 12 dB) due to the oscillations of the clipping
value around the optimal. In practice, this performancs e be reduced by setting a smaller
1 value, at the cost of reduced convergence speed, or bygetfliER value slightly better than
the actual.

In Fig. 2 the complexity is depicted in terms of average nundfevisited nodes per MIMO
channel utilization (i.e., 144 MIMO channel utilizationsrin a code block). Significant com-
plexity gains can be observed over the whole SNR range evep fo 0 when compared to
the non-clipped case, as inl [1], despite the absence of thet eglationship between the LLR
clipping and the resulting performance. For example, foRSM dB and TER¥)~* there is
gain of 92% compared to the non-clipped SD (requiringp - 10° visited nodes, by simulations
not depicted here). Substantial complexity gains can kbdurachieved by the proposed scheme
when the best achievable performance is significantly betés the TER. For example, as shown
in Fig. 2, an additional gain of about 53% is provided for SNR=B, TER=10~* andy = 0.1,
while the additional gain is about 40% for TER>="2.

As discussed in Section I, the proposed approach avoids enfigrmmance prediction burden.
However, it would be interesting to examine the additiorahplexity gains under optimal,,
knowledge, even without considering the computationakioead to calculate it. Fig. 2 shows
that a clipping value oin (1/10‘2 -1 ) without tracking achieves a TER df—3 at 12 dB.
Then, additional complexity gains of only 5% could be achéwompared to the proposed
scheme targeting the same TER (see Fig. 2). The same clipping achieves a TER dfo—*
at 13.75 dB. In this case, the proposed approach would be sdiggily less complex (due the
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small BER degradation) and with a gain of about 50% comparete; = 0, TER=10"* case.

V. CONCLUSION

It is demonstrated that the complexity of the soft-outputesp decoding can be efficiently
adjusted to the required BER performance by simple scherh@hwvirack the provided perfor-
mance and adaptively adjust the LLR clipping value, whendhannel statistics vary slowly.
Then, substantial complexity savings can be achieved withequiring the exact relationship

between the clipping value and the resulting BER performaanc
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4x4 i.i.d. Rayleigh MIMO Channel; 16—-QAM (Gray Coding); (5/7)8 Conv. Code; Rate 1/2

10 B

10 | —— Typical SD <

- - ©- Proposed, TER=10"*, p=0 S TS
'| - © - Proposed, TER=10"2, p=0 : N
|| - © - Proposed, TER=10"2, p=0 SN~ <

—©— Proposed, TER=10"*, u=0.1, n=N L T
10 'H| —8—Proposed, TER=10"3, p=0.1, n=N | SN R
'| =©— Proposed, TER=102, u=0.1, n=N | SO

| =% Proposed, TER=10"*, pi=0.1, n=50 <

| —+ Proposed, TER=10"%, p=0.1, n=50
== Proposed, TER=10"2, p=0.1, n=50

BER
I

_5 |
10 11 12 13 14
SNR (dB)

10

Fig. 1. BER performance for several TER values.
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4x4 i.i.d. Rayleigh MIMO Channel; 16—QAM (Gray Coding); (5/7)3 Conv. Code; Rate 1/2
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Fig. 2. Complexity, in terms of average number visited nodeseveral TER values.
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