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Abstract—In this letter, we characterize the degrees of freedom
(DoF) of the K ≥ 3 user Gaussian interference network with
a cognitive helper where each node is equipped with only one
antenna. Specifically, each user sends one independent message
to its corresponding receiver through its own antenna and via
the help of the cognitive helper. For this network, we show that
the sum DoF value is outer bounded by(K + 1)/2 when K is
odd and K2/(2(K + 1)) when K is even, respectively. The new
DoF outer bounds are derived based on the fact that collaboration
among users does not decrease the capacity region and increasing
the number of users does not increase the capacity per user.
In addition, we provide a new achievable scheme to achieve a
total of (K + 1)/2 DoF for any K ≥ 3. Thus, the exact DoF
value of the network is characterized with the total DoF given
as (K +1)/2, wheneverK is odd. The new achievable scheme is
based on interference neutralization and asymptotic interference
alignment.

I. I NTRODUCTION

Exploring the fundamental capacity limit is a key objective
in the request for understanding wireless communications net-
works, and pointing to the development direction of practical
techniques. In order to capture the essence of the capacity
limit, we are primarily interested in the degrees of freedom
(DoF) characterization of wireless networks. The notion of
DoF, also known as the number of independent signaling
dimensions, is of great significance for understanding the high
signal-to-noise power ratio (SNR) behavior of the capacity.
By revealing the most essential aspects of the communication
problem, DoF investigations have generated many fundamental
ideas such as interference alignment [11], [6], deterministic
channel models [10], rational dimensions [15], [7], aligned
interference neutralization [9], subspace alignment chains [3],
and genie chains [4]. While DoF characterizations have re-
cently been obtained for a wide variety of wireless networks,
in this letter we are primarily interested in an interference
network with a cognitive helper, a setup which has not been
considered before.

For theK-user interference channel where each node has
only one antenna, Cadambe, et. al. have shown in [6] that
for time-varying/frequency-selective channels the totalDoF is
K/2. While the DoF outer bound is the simple cooperation
outer bound, the most significant contribution of [6] is an linear
asymptotic interference alignment scheme, i.e., the [CJ08]
scheme. For constant-valued channels on the other hand, the
DoF remained open until recently Motahari el. al. show in [7]

that it has a total ofK/2 DoF as well, by essentially mim-
icking the [CJ08] linear alignment scheme over the rational
dimensions. Therefore, no matter if the channel coefficients
are constant-valued or not, theK-user interference channel
with single antenna at each node has a total ofK/2 DoF.

A. Motivation

Many advances in wireless transmission have rested on
the use of multiple antennas for transmission and reception.
Multiple antenna systems fundamentally provide an increase
in the number of DoF that can be exploited by a system
for transmission. While the DoF result of single-user setting
are known, we are interested in the multiuser setting. For
example, for theK-user SIMO/MISO Gaussian interference
channels where there are2 independentantennas at each
receiver/transmitter, the channel has a total of2K/3 DoF for
the K > 2 setting [1], which is strictly greater thanK/2.

In contrast to having multiple (and thus centralized) an-
tennas at each node, a multiple antenna scenario can also
be created by sharing antennas among users. If there are
dependencies among the channel coefficients aroused by an-
tenna sharing, it remains open in general whether the DoF
value of the wireless network is affected. The DoF problems
of this scenario have been investigated in [14] [13], etc. In
particular, Sreekanth et. al. in [13] consider the DoF of the
K-user interference channel with cognitive messages sharing
and clustered decoding. For example, for theK = 4 user
SISO interference network where each message is transmitted
from one and the next indexed transmitters and each message
is decoded from the observation of its own received signal,
the network has a total of8/3 DoF [13], which are identical
to the MISO setting [1], i.e., channel dependencies do not
translate to DoF loss. However, if the value ofK is beyond 4,
a simple cooperation DoF outer bound implies that the DoF
value is strictly less than2K/3, i.e., DoF are lost due to
channel dependencies aroused by antenna sharing.

On the other hand, let us consider another scenario where
antenna sharing is not among ordered pairwise users, but
through an additional helping node. Specifically, considera
K-user interference network, as shown in Fig. 1, where each
message is available at its own transmitter and all messagesare
available at the cognitive helper through noiseless orthogonal
links. Equivalently, this model can be seen as a special
MISO interference channel where every transmitter, having



two antennas, shares onecommonantenna of the helper while
the other is aprivate antenna. The question of interest is
whether the channel dependencies aroused by antenna sharing
in such a way affect the DoF of this network.

B. Prior Work

Recently, Chaaban et. al. considered the DoF for theK = 3
setting of the network in Fig. 1 in [8], and have shown that
each user is able to achieve2/3 DoF, i.e., for a total of2K/3
DoF with K = 3. The generalK > 3 user case is also
considered in [8], for which an outer bound on the total DoF
value given by2K/3 is derived. The DoF outer bound essen-
tially follows the K-user SIMO/MISO interference channel
DoF outer bound and it is claimed in [8] that this outer bound
is achievable, although there are correlations among channel
coefficients due to the antenna sharing at the cognitive helper.
That is to say, the aroused channel correlation does not give
rise to the DoF loss, compared to SIMO/MISO interference
channels.

C. Contribution

In this letter, we disprove the claim in [8] that the outer
bound of 2K/3 is achievable in general, by showing that
for the K ≥ 3 user Gaussian interference network with a
cognitive helper, as shown in Fig. 1, the sum DoF value is
bounded above byK+1

2 and K2

2(K+1) when K is odd and
even, respectively. Note that whenK > 4, the values of our
new DoF outer bounds are strictly less than2K/3 which is
claimed to be achievable in [8]. Our new DoF outer bounds
are derived using the facts that collaboration among users does
not decrease the capacity region and increasing the number of
users does not increase the capacity per user. On the other
hand, we provide a new achievable scheme, which is based
on interference neutralization and interference alignment, to
achieveK+1

2 sum DoF for anyK ≥ 3. Therefore, we establish
the DoF result of the network in Fig. 1 whenK is odd.

II. SYSTEM MODEL AND DEFINITIONS

Fig. 1. K-user interference channel with a cognitive helper (The solid red
and dashed lines denote the desired message and interference carrying links,
respectively.)

We begin by specifying the assumptions for theK-user
interference channel with a cognitive helper. As shown in

Fig. 1, each node has only one antenna. Transmitterk sends
one independent messageWk to its desired receiver where
k ∈ {1, 2, 3 · · · , K} , K. Transmitter0 is a cognitive helper
where all the messages of other usersWk, k ∈ K are available
through orthogonal noiseless links (blue lines) in Fig. 1. At
the receiver side, receiverk wants to decode its own message
Wk. While our results are valid regardless of whether the
channel coefficients are constant or varying in time/frequency,
in this letter we assume block fading channels, meaning
that the channel coefficients are drawn from a continuous
distribution in each block and change independently to other
values in the next. For constant channels where the channel
coefficients remain fixed during the entire transmission, all
the results we obtain in this letter remain the same by using
rational alignment framework1. We assume that all the channel
coefficients are perfectly known to all nodes in the network.

At the time indext ∈ Z
+, for i ∈ K ∪ {0}, transmitter

i sends a complex-valued signalXi(t), which satisfies an
average power constraint1

T

∑T

t=1 E[|Xi(t)|
2] ≤ ρ for T

channel uses whereρ is referred to as the SNR. At the receiver
side, receiverj observes an complex signalYj(t) at time index
t, which is given by:

Yj(t) =

K∑

i=0

Hji(t)Xi(t) + Zj(t), j ∈ K (1)

whereHji(t) is the channel coefficient from transmitteri to
receiverj at timet. The termZj(t) represents the independent
identically distributed (i.i.d.) zero mean unit variance circularly
symmetric complex Gaussian noise at receiverj.

The capacity regionC(ρ) of the network in Fig. 1 is a set of
achievable rate tuplesR(ρ) = (R1(ρ), · · · , RK(ρ)) such that
each user can simultaneously decode its own message with ar-
bitrarily small error probability. The maximum sum rate of this
channel is defined asRΣ(ρ) = maxR(ρ)∈C(ρ)

∑K

k=1 Rk(ρ).
The capacity in the high SNR regime can be characterized
through the DoF, i.e.,dk , limρ→∞ Rk(ρ)/ log ρ, and the
total DoFdΣ =

∑K

k=1 dk. In this letter, we define the message
setWS , {Wk : k ∈ S ⊂ K}. Also, we denoteX̄S as the
signal vector

X̄S =
[
XS1

XS2
· · ·XS|S|

]T
(2)

where the subscriptSk represents thekth element of the or-
dered setS. For brevity, we letZ+ = Z

+∪{0}, and we define
Sc as the complement ofS in the setK. Moreover, we useo(x)
to represent any functionf(x) such thatlimx→∞ f(x)/x = 0.

III. M AIN RESULTS

In this section, we present our DoF results of the network
that we defined in Section II, and defer all the technical proofs
to the next two sections. Since the result ofK = 2 user case
has been shown by Sridharan et. al. in [12], we consider the
K ≥ 3 setting in this letter.

1The notion of rational alignment is introduced in [7], whichessentially
mimics the linear alignment over the vector subspaces in rational dimensions.



Lemma 1: (Outer Bound) For theK ≥ 3 user interference
channel with a cognitive helper that we defined in Section II,
the total DoF value is outer bounded by

dΣ ≤

{
K+1

2 if K is odd,
K2

2(K−1) if K is even.
(3)

Proof: The converse proof is based on the fact that col-
laborating users do not decrease the channel capacity region
and increasing the number of users does not increase the DoF
value per user. The proof is presented in detail in Section IV.

Lemma 2: (Inner Bound) For theK ≥ 3 user interference
channel with a cognitive helper that we defined in Section II,
a total of K+1

2 DoF are achievable almost surely.
Proof: The achievability proof is based on interference neu-

tralization and asymptotic interference alignment. The proof is
presented in Section V in detail.

Theorem 1: For theK ≥ 3 user interference channel with a
cognitive helper that we defined in Section II, ifK is odd, then
this network has a total number of DoFdΣ = K+1

2 almost
surely.

Proof: This theorem follows directly from Lemma 1 and
Lemma 2.

IV. D OF CONVERSE: PROOF OFLEMMA 1

In this section, we provide a new information theoretic DoF
outer bound of the network that we defined in Section II. We
first show the intuition of the converse and then translate it
into an information theoretic statement.

A. Intuition of the Converse

First, suppose thatK is an odd number. In this case, we
allow collaboration among the receivers1, 2, · · · , K+1

2 as one
node, denoted byS = {1, 2, · · · , K+1

2 }. Since collaborating
among antennas does not decrease the capacity region, the DoF
outer bound of the new network still applies to the original
channel that we consider. Given the reliable communication
assumption, each receiver is able to decode its own message
with arbitrarily small error probability. Therefore, receivers
in S first decode messagesWS and then remove the sig-
nals caused byX̄S from the received signal vector̄YS =
[Y1 · · ·YK+1

2

]T , to obtain theK+1
2 dimensional observation

from the transmittersSc ∪ {0}, i.e., a total ofK+1
2 antennas.

Therefore, by inverting the channel matrix from these antennas
to the receivers inS, we are able to reconstruct the signals
sent from those transmit antennas, such that the receivers in S
can decode the messagesWSc subject to the noise distortion2.
Since receiversS having a total ofK+1

2 antennas decode all
messages subject to the noise distortion, we have the sum DoF
outer bounddΣ ≤ |S| = K+1

2 .
Next, suppose thatK is an even number. We have argued

that the sum DoF are outer bounded byK
2 for theK − 1 user

case. Also, note that increasing the number of users cannot

2We use the phrase “subject to noise distortion” to indicate the widely used
DoF outer bound argument whereby reducing noise at a node by an amount
that is SNR independent (and therefore inconsequential forDoF) allows it to
decode a message.

increase the DoF per user. Thus, for theK user case, the sum
DoF dΣ ≤ K

2 × K
K−1 = K2

2(K−1) .

B. Information Theoretic DoF Converse Proof

We are going to translate the intuition given above into an
information theoretic statement in this section.

First consider thatK is odd. For each receiverk, using
Fano’s inequality and owing to the reliable communications
assumption, we have

H(Wk|Y
n
k ) ≤ n o(n), k ∈ K. (4)

Consider an arbitrary subsetS ⊂ K with cardinality |S| =
(K + 1)/2. According to the entropy chain rule and the fact
that conditioning does not increase entropy, we obtain

H(WS |Ȳ
n
S ) ≤

∑

k∈S

H(Wk|Y
n
k ) ≤ |S|n o(n), (5)

which means that the messagesWS can be decoded by
receiversS. In addition, the messagesWSc can be decoded
using all the received signals:

H(WSc |WS , Ȳ n
K ) ≤

∑

k∈Sc

H(Wk|Y
n
k ) ≤ |Sc|n o(n). (6)

Our goal is to show that the messagesWSc can be decoded
by the receivers inS as well subject to the noise distortion. In
order to do this, we will show that the transmit signalsX̄Sc and
X0, which carry the messagesWSc , can be reconstructed at
the receivers inS subject to the noise distortion. Specifically,
given the received signals̄Y n

S and messagesWSc as the
side information, we consider the entropy contributed by the
messagesWSc as follows:

H(WSc |WS , Ȳ n
S )

≤ H(WSc |WS , Ȳ n
S ) − H(WSc |WS , Ȳ n

K ) + |Sc|n o(n) (7)

≤ I(WSc ; Ȳ n
Sc |WS , Ȳ n

S ) + |Sc|n o(n) (8)

≤ h(Ȳ n
Sc |WS , Ȳ n

S ) − h(Ȳ n
Sc |WSc ,WS , Ȳ n

S ) + |Sc|n o(n) (9)

≤ h(Ȳ n
Sc |X̄n

S , Ȳ n
S ) − h(Z̄n

Sc) + |Sc|n o(n) (10)

where (7) follows from (6), and (10) is obtained because the
signalsȲ n

Sc can be reconstructed by using all messagesWK,
subject to distortion by the noise term̄Zn

Sc .
Note that for each channel use, we have the following signal

relation:

ȲS = HS,SX̄S + HS,Sc∪{0}X̄Sc∪{0} + Z̄S , (11a)

ȲSc = HSc,SX̄S + HSc,Sc∪{0}X̄Sc∪{0} + Z̄Sc , (11b)

where HA,B denotes the|A| × |B| channel matrix from
the transmittersB to receiversA. Note that since|S| =
|Sc ∪ {0}| = K+1

2 , the chancel matrixHS,Sc∪{0} is square.
Since it contains generic random variables, it is invertible
almost surely. Therefore, with the first term in (10) in mind,
we eliminate the contributions of̄XS and ȲS from ȲSc and
obtain:

Z̄∗ , ȲSc − HSc,SX̄S

−[HSc,Sc HS,0][HS,Sc HS,0]
−1(ȲS − HS,SX̄S)



= Z̄Sc − [HSc,Sc HS,0][HS,Sc HS,0]
−1Z̄S (12)

which is a noise term independent of the SNR. Thus, substi-
tuting (12) into (10), we obtain:

H(WSc |WS , Ȳ n
S ) ≤ h(Z̄∗) − h(Z̄n

Sc) + |Sc|n o(n). (13)

Moreover, we have the following inequality:

H(WK) = I(WS ,WSc ; Ȳ n
S ) + H(WS ,WSc |Ȳ n

S ) (14)

≤ h(Ȳ n
S ) − h(Ȳ n

S |WK) + H(WS |Ȳ
n
S )

+H(WSc |WS , Ȳ n
S ) (15)

≤ h(Ȳ n
S ) − h(Z̄n

S ) + |S|n o(n) + h(Z̄∗)

−h(Z̄n
Sc) + |Sc|n o(n) (16)

≤ n|S| log(ρ) + n o(log(ρ)) + Kn o(n) (17)

where (16) follows from (5) and (13). In other words, we
obtain the sum rate inequality

nRΣ ≤ n|S| log(ρ) + n o(log(ρ)) + Kn o(n). (18)

By dividing by n on both sides of the inequality (18) and
letting n → ∞, we have:

RΣ ≤ |S| log(ρ) + o(log(ρ)). (19)

Finally, dividing thelog(ρ) term on both sides of the inequality
above and lettingρ → ∞ produces the DoF outer bound:

dΣ ≤ |S| =
K + 1

2
. (20)

Next suppose thatK is even. Note that we already proved
that the sum DoF value of arbitraryK − 1 out of K users is
outer bounded byK/2. That is,

∑

k∈S′

dk ≤
K

2
, ∀ S′ ⊂ K with |S′| = K − 1. (21)

By selectingS′ = {k}c for k ∈ K, we have the following
inequalities:

dΣ − dk ≤
K

2
, k ∈ K. (22)

Adding up theK inequalities above, we have
K∑

k=1

(dΣ − dk) = KdΣ − dΣ ≤
K2

2

=⇒ dΣ ≤
K2

2(K − 1)
. (23)

So far, we finished the proof of the DoF outer bound given
in Lemma 1.

V. DOF ACHIEVABILITY : PROOF OFLEMMA 2

In this section, we present our DoF achievability result
given in Lemma 2. The achievable scheme we propose in this
letter is based on interference neutralization and asymptotic
interference alignment. In the following, we first introduce the
interference neutralization step to convert the original channel
{Hji} to an effective channel{Gji}, and then present the
interference alignment scheme for the effective channel to
achieve the desired DoF.

A. Interference Neutralization Step

As introduced in section II, each messageWk, k ∈ K
is available at two transmitters, i.e., transmitterk and the
cognitive helper0. We first consider theK − 1 messages
W{1}c , i.e., fromW2 to WK , at receiver1. Our goal in this step
is to neutralize the signals carrying these messages at receiver
1. Basically, this can be done by sending each messageWk

from transmitterk and the cognitive helper0 using a linear
beamforming vector such that the signals carrying the message
Wk has null projection at receiver 1. Specifically, suppose
X0k(Wk) is the signal carrying the messageWk sent from
helper0, then it means that

H1kXk(Wk) + H10X0k(Wk) = 0, k ∈ {1}c (24)

which producesX0k(Wk) = −H1k/H10Xk(Wk) for k 6= 1.
After these operations, receiver1 is interference free, and
the desired signals carrying the messageW1 are sent from
transmitter1 and helper0. Note that at helper0, we use
superposition coding such that

X0 =

K∑

i=1

X0i(Wi). (25)

Next, let us consider signals associated with useri, i ∈
{1}c. Each receiveri hears the desired signalXi from trans-
mitter i andX0i from helper0. According to (24), the signal
desired at each receiveri is given by

HiiXi + Hi0X0i = HiiXi + Hi0

(

−
H1i

H10
Xi

)

=

(

Hii −
Hi0H1i

H10

)

Xi. (26)

Similarly, for j ∈ {1}c, each receiverj observes interference
Xi from transmitteri andX0i from helper0 wherei ∈ {1, j}c.
That is to say, the interference carrying the messageWi at
receiverj is given by

HjiXi + Hj0X0i = HjiXi + Hj0

(

−
H1i

H10
Xi

)

=

(

Hji −
Hj0H1i

H10

)

Xi. (27)

Notice that besides messagesW{1,j}c , each receiverj also
sees interference carrying the messageW1 from transmitter1
and helper0, i.e., X1 andX01(W1).

Now for j ∈ K and i ∈ K ∪ {0}, we define an effective
channel{Gji} such that







Gji , Hji j ∈ K, i = 0, 1,

Gii , Hii −
Hi0H1i

H10
i ∈ {1}c,

Gji , Hji −
Hj0H1i

H10
j ∈ {1}c, i ∈ {1, j}c.

(28)

Using this effective channel, the received signal at timet at
receiver1 is given by

Y1(t) = G11(t)X1(t) + G10X01(t)
︸ ︷︷ ︸

desired signal

+Z1(t), (29)



while at each receiverj ∈ {1}c we have

Yj(t) = Gjj(t)Xj(t)
︸ ︷︷ ︸

desired signal

+

K∑

i=1,i6=j

GjiXi(t) + Gj0X01

︸ ︷︷ ︸

interference

+Zj(t). (30)

So far, we converted the original channel{Hji} to the
effective channel{Gji} as shown in Fig. 2, where each
transmit signalXi(Wi), i ∈ K is a mapping function of only
its own messageWi. The signal of the cognitive helper is
X01(W1) which is a function of the messageW1 only.

Fig. 2. The Effective Network after Interference Neutralization

B. Interference Alignment Step

In this section, we will show that the effective channel
{Gji} that we obtain in (28) by using interference neutral-
ization offers a total of(K + 1)/2 DoF.

As shown in Fig. 2, let us first consider the users sending
messagesW{1}c , i.e., those included in the green dashed
rectangle. Note that in the absence of the messageW1, the
remainingK − 1 users comprise of a fully connectedK − 1
user interference channel. Thus, intuitively each user is able to
achieve1/2 DoF by using interference alignment. Moreover,
we split the messageW1 into two sub-messagesW11 andW12,
such that the signalX1(W1) = X1(W11) is a coding function
of W11 only, and the signalX01(W1) = X01(W12) is a coding
function of W12 only. We let each of the messagesW11 and
W12 carry 1/2 DoF. Since receiver1 is free of interference,
it is able to decodeW11 andW12 as long asX1 andX01 are
distinguishable. In addition, at receiverj ∈ {1}c, in order to
protect the desired signals, the interferenceX1 andX01 need
to be aligned into the interference subspaces spanned by the
interference of usersi wherei ∈ {1, j}c. Intuitively, this can
be done by using the [CJ08] asymptotic alignment proposed in
[6]. Since each of the messagesW2, W3, · · · , WK carries1/2
DoF andW1 = {W11, W12} carries1 DoF, we can achieve
a total of (K + 1)/2 DoF. Based on this intuition, we will
present the rigorous proof as follows.

Let N = (K − 1)K and considerL = L1 + L2 symbol
extensions in the time domain where

L1 =

(
n−1+N

N

)

, L2 =

(
n+N

N

)

, (31)

then each user has anL dimensional signal space. Our goal
is to show that each transmitter is able to sendL1 symbols in
theL dimensional signal space. In order to do this, we use the
sameL × L1 beamforming matrixV to send each message
from the corresponding transmitter, i.e., for transmitterk ∈
K ∪ {0}, we have

Xk = V[xk1 · · · xkL1
]T (32)

where xkl, l ∈ {1, 2, · · · , L1} is the lth data stream sent
from transmitterk. At the receiver side, since receiver 1
is interference free, we only need to consider interference
alignment at receivers2 to K. Denoting by span(U) the
column space of theL × L2 matrix U, we require that the
interference at each receiver spans a signal subspace which
is contained in span(U). Thus, we have the interference
alignment constraints:

span(GjiV) ⊂ span(U), j ∈ {1}c, i 6= j (33a)

lim
n→∞

|V|

|U|
= 1. (33b)

Using the asymptotic alignment scheme proposed by Cadambe
et. al. in [6], the solution of (33) is given by:

V =







K∏

j=2

∏

i6=j

G
αji

ji 1 :
K∑

j=2

∑

i6=j

αji ≤ n−1, αji∈Z+






,

U =







K∏

j=2

∏

i6=j

G
αji

ji 1 :

K∑

j=2

∑

i6=j

αji ≤ n, αji ∈ Z+






. (34)

It can be easily verified that the solution in (34) satisfies the
alignment conditions in (33).

What remains to be shown is that: (a) at each receiver, the
interference signal subspace and the desired signal subspace
have null intersection almost surely; (b) at receiversj 6= 1, the
L1 desired symbols are distinguishable, and at receiverj = 1,
the 2L1 desired symbols are distinguishable.

Regarding the first issue, since receiver 1 is interference
free, we only need to consider receiverj 6= 1. At receiver
j 6= 1, the desired signal subspace is given by the column
space of

GjjV = (Hjj − Hj0H1jH
−1
10 )V, j 6= 1. (35)

Notice that each effective channel matrixGji is a diagonal
matrix (due to symbol extension in the time domain) and can
be represented as

Gji =








Gji(1)
Gji(2)

. ..
Gji(L)








where Gjj(n) = Hjj(n) −
Hj0(n)H1j(n)

H10(n) for 1 ≤ n ≤ L,
and Hji is also with the same type, i.e., a diagonal matrix
with Hji(n) as itsnth diagonal entry. Notice thatHjj in (35)
is with generic diagonal entries and does not appear in the



alignment conditions (33). Thus, the column spaces ofG22V

andU have null intersection almost surely.
Regarding the second issue, it suffices to show that the

desired signal subspace has full rank almost surely. Recallthat
the construction ofV is associated withGji(n), j 6= 1, i 6= j
only. Owing to the effective channel construction in (28) and
sinceHji(n), j 6= 1, i 6= j are generic, the matrixV has
full rank almost surely. Thus, we establish that theL1 desired
symbols are distinguishable at receiversj 6= 1. Moreover, at
receiver 1, we need to ensure that the desired signal sent from
transmitter 1 and helper 0, i.e., the column spaces ofG11V

and G10V have null intersection almost surely. Essentially,
this can be easily verified asG11 = H11 which does not
appear in any otherGji where(j, i) 6= (1, 1).

With this, we established the achievability of(K + 1)/2
sum DoF, as shown in Lemma 2.
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