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Abstract—In this letter, we characterize the degrees of freedom that it has a total ofi'/2 DoF as well, by essentially mim-
(DoF) of the K > 3 user Gaussian interference network with jcking the [CJO08] linear alignment scheme over the rational
a cognitive helper where each node is equipped with only one gimensions. Therefore, no matter if the channel coeffisient

antenna. Specifically, each user sends one independent ness .
to its corresponding receiver through its own antenna and \a /€ constant-valued or not, th€-user interference channel

the help of the cognitive helper. For this network, we show tat ~With single antenna at each node has a totakg® DoF.

the sum DoF value is outer bounded by(K + 1)/2 when K is o

odd and K?/(2(K + 1)) when K is even, respectively. The new A. Motivation

DoF outer bounds are derived based on the fact that collabortéon Many advances in wireless transmission have rested on

among users does not decrease the capacity region and incsiag the use of multiple antennas for transmission and reception
the number of users does not increase the capacity per user. P P

In addition, we provide a new achievable scheme to achieve aMultiple antenna systems fundamentally provide an in@eas

total of (K + 1)/2 DoF for any K > 3. Thus, the exact DoF in the number of DoF that can be exploited by a system

value of the network is characterized with the total DoF given  for transmission. While the DoF result of single-user sagiti

as (K +1)/2, wheneverK is odd. The new achievable scheme is 410 known, we are interested in the multiuser setting. For

based on interference neutralization and asymptotic inteflerence L

alignment. example, for theK-user SIM.O/MISO Gaussian interference
channels where there ar2 independentantennas at each

receiver/transmitter, the channel has a total &f/3 DoF for

the K > 2 setting [1], which is strictly greater thai'/2.

Exploring the fundamental capacity limit is a key objective In contrast to having multiple (and thus centralized) an-
in the request for understanding wireless communicatiets ntennas at each node, a multiple antenna scenario can also
works, and pointing to the development direction of pradticbe created by sharing antennas among users. If there are
techniques. In order to capture the essence of the capadigpendencies among the channel coefficients aroused by an-
limit, we are primarily interested in the degrees of freedomenna sharing, it remains open in general whether the DoF
(DoF) characterization of wireless networks. The notion afalue of the wireless network is affected. The DoF problems
DoF, also known as the number of independent signaling this scenario have been investigated in [14] [13], etc. In
dimensions, is of great significance for understanding thke h particular, Sreekanth et. al. in [13] consider the DoF of the
signal-to-noise power ratio (SNR) behavior of the capacit)-user interference channel with cognitive messages sharin
By revealing the most essential aspects of the communicatend clustered decoding. For example, for the = 4 user
problem, DoF investigations have generated many fundaaher8ISO interference network where each message is trandmitte
ideas such as interference alignment [11], [6], deterrtinisfrom one and the next indexed transmitters and each message
channel models [10], rational dimensions [15], [7], aligneis decoded from the observation of its own received signal,
interference neutralization [9], subspace alignmentreh{8], the network has a total af/3 DoF [13], which are identical
and genie chains [4]. While DoF characterizations have e the MISO setting [1], i.e., channel dependencies do not
cently been obtained for a wide variety of wireless netwprkganslate to DoF loss. However, if the valueéfis beyond 4,
in this letter we are primarily interested in an interferenca simple cooperation DoF outer bound implies that the DoF
network with a cognitive helper, a setup which has not beemalue is strictly less thar2K/3, i.e., DoF are lost due to
considered before. channel dependencies aroused by antenna sharing.

For the K-user interference channel where each node hasOn the other hand, let us consider another scenario where
only one antenna, Cadambe, et. al. have shown in [6] thattenna sharing is not among ordered pairwise users, but
for time-varying/frequency-selective channels the t@taF is through an additional helping node. Specifically, consider
K /2. While the DoF outer bound is the simple cooperatioR -user interference network, as shown in Fig. 1, where each
outer bound, the most significant contribution of [6] is arelir message is available at its own transmitter and all messages
asymptotic interference alignment scheme, i.e., the [CJ0O8ailable at the cognitive helper through noiseless oxthag
scheme. For constant-valued channels on the other hand, lthies. Equivalently, this model can be seen as a special
DoF remained open until recently Motahari el. al. show in [i1ISO interference channel where every transmitter, having

I. INTRODUCTION



two antennas, shares onemmonrantenna of the helper while Fig. 1, each node has only one antenna. Transniitteends
the other is aprivate antenna. The question of interest ione independent messagg,. to its desired receiver where
whether the channel dependencies aroused by antennagsharia {1,2,3---, K} = K. Transmitter0 is a cognitive helper
in such a way affect the DoF of this network. where all the messages of other uséfs, k € K are available
. through orthogonal noiseless links (blue lines) in Fig. 1. A

B. Prior Work the receiver side, receivérwants to decode its own message

Recently, Chaaban et. al. considered the DoF forithe 3 1y, While our results are valid regardless of whether the
setting of the network in Fig. 1 in [8], and have shown thathannel coefficients are constant or varying in time/freqye
each user is able to achie2¢3 DoF, i.e., for a total 02K/3 in this letter we assume block fading channels, meaning
DoF with K = 3. The generalK' > 3 user case is also that the channel coefficients are drawn from a continuous
considered in [8], for which an outer bound on the total Dofistribution in each block and change independently to rothe
value given by2K/3 is derived. The DoF outer bound essenyalues in the next. For constant channels where the channel
tially follows the K-user SIMO/MISO interference channeloefficients remain fixed during the entire transmissioh, al
DoF outer bound and it is claimed in [8] that this outer bounghe results we obtain in this letter remain the same by using
is achievable, although there are correlations among @langtional alignment framewotkWe assume that all the channel
coefficients due to the antenna sharing at the cognitiveehelpcoefficients are perfectly known to all nodes in the network.
That is to say, the aroused channel correlation does not givent the time indext € Z*, for i € K U {0}, transmitter
rise to the DoF loss, compared to SIMO/MISO interferencesends a complex-valued signal;(¢), which satisfies an
channels. average power constraing ZthllEHXi(t)P] < pfor T
C. Contribution channel uses whereis referred to as the SNR. At the receiver

side, receivelj observes an complex si t) at time index
In this letter, we disprove the claim in [8] that the outef \ hich is giyven by: P gney (1)

bound of 2K/3 is achievable in general, by showing that
for the K > 3 user Gaussian interference network with a K

cognitive helper, as shown in Fig. 1, the sum DoF value is  Yi(t) = Y HuOXi(t) + Z;(t), jeEK )
bounded above by**! and 2(;({11 when K is odd and =0

even, respectively. Note that Wheh%> 4, the values of our where Hj;(t) is the channel coefficient from transmitteto

new DoF outer bounds are strictly less thal /3 which is receiver;j at timet. The termZ;(¢) represents the independent
claimed to be achievable in [8]. Our new DoF outer bounddentically distributed (i.i.d.) zero mean unit varianéealarly

are derived using the facts that collaboration among usss dsymmetric complex Gaussian noise at receiuer

not decrease the capacity region and increasing the nuriber dThe capacity regiod(p) of the network in Fig. 1 is a set of
users does not increase the capacity per user. On the othgiievable rate tupleR.(p) = (Ri1(p),--- , Rk (p)) such that
hand, we provide a new achievable scheme, which is basefth user can simultaneously decode its own message with ar-
on interference neutralization and interference aligrimtn bitrarily small error probability. The maximum sum rate bigt
achieve® 1 sum DoF for anyk > 3. Therefore, we establish channel is defined a®s(p) = maxg()ec(p) Sorey Ri(p)-

the DoF result of the network in Fig. 1 whek is odd. The capacity in the high SNR regime can be characterized
through the DoF, i.e.d; £ lim,_ Rk(p)/logp, and the
total DoFds, = Zszl di. In this letter, we define the message
setWs 2 {Wy : k € S C K}. Also, we denoteXs as the
signal vector

Il. SYSTEM MODEL AND DEFINITIONS

Wi

Xs=[Xs Xs,---Xs.5]" )

where the subscrip$,, represents thé'” element of the or-
dered setS. For brevity, we leZ, = Z*TU{0}, and we define
§¢ as the complement & in the setkC. Moreover, we use(z)
to represent any functiofi(z) such thalim, ., f(x)/z = 0.

Wk X3 4.5 YE —» g [1l. M AIN RESULTS
In this section, we present our DoF results of the network
Xp that we defined in Section Il, and defer all the technical fsoo
) ) ) . . to the next two sections. Since the result/of= 2 user case
Fig. 1. K-user interference channel with a cognitive helper (Thédsed h b h bv Sridh t al in [12 ider th
and dashed lines denote the desired message and integferanyging links, as been S 0\{Vﬂ y ridharan et. al. in [12], we consider the
respectively.) K > 3 setting in this letter.

Wa

Wa

) We begm by specn‘y!ng the as_sgmptlons for theuser . 1The notion of rational alignment is introduced in [7], whielssentially
interference channel with a cognitive helper. As shown iimics the linear alignment over the vector subspaces iorait dimensions.



Lemma 1: (Outer Bound) For th& > 3 user interference increase the DoF per user.2Thus, for tieuser case, the sum
channel with a cognitive helper that we defined in Section DoF dy < £ x £ = - &

K—1 2(K—1)"
the total DoF value is outer bounded b . .
y B. Information Theoretic DoF Converse Proof

K+1 : : . o . .
ds <4 2w !f K IS odd @3 We are going to translate the intuition given above into an
| sr—p f Kiseven information theoretic statement in this section.

. . First consider thatK is odd. For each receivek, using
Proof: The converse proof is based on the fact that co'l:- . : . : C
. : -ano’s inequality and owing to the reliable communications
laborating users do not decrease the channel capacnynre%lo .
) . . slgumptlon, we have
and increasing the number of users does not increase the Do
value per user. The proof is presented in detail in Sectian IV HW|Y") <no(n), kek. 4)
Lemma 2: (Inner Bound) For th& > 3 user interference i ) _ o
channel with a cognitive helper that we defined in Section ﬁ:}gnader an arbltr_ary subsét C K with <_:ard|naI|ty S| =
a total of% DoF are achievable almost surely (K + 1)/2_..Ac.c0rd|ng to thg entropy chain rule and t_he fact
Proof: The achievability proof is based on interference nedf1at conditioning does not increase entropy, we obtain
tralization and asymptotic interference alignment. Theopfs H(Ws|V) < Z H(Wi|Y7) < |S|n o(n), (5)
presented in Section V in detail. oS
: > i i .
Theorem 1: For theg< > 3 user interference channel with A vhich means that the messagiis can be decoded by

cognitive helper that we defined in Section Ilkifis odd, then . "
. K41 receiversS. In addition, the messaged/’s- can be decoded
this network has a total number of Dok = =5— almost using all the received signals:

surely,
Proof: This theorem follows directly from Lemma 1 and H(Ws.|[Ws, Y?) < Z HWi|Y?) < 8 o(n).  (6)
Lemma 2. bese
IV. DOF CONVERSE PROOF OFLEMMA 1 Our goal is to show that the messagés;c can be decoded

y the receivers i as well subject to the noise distortion. In
rder to do this, we will show that the transmit signils. and
0, Which carry the messagé%s., can be reconstructed at
the receivers inS subject to the noise distortion. Specifically,
given the received signal¥ and message¥Vs- as the
A. Intuition of the Converse side information, we consider the entropy contributed by th

First, suppose thak is an odd number. In this case, wenessagedVs. as follows:
i i L. K4 -

allow collaboration among the re}gelildrszl, , =3 asone H(Ws:[Ws, V)
node, denoted by = {1,2,--- ,T+}. Since collaborating I 7o g 7 50 7
among antennas does not decrease the capacity region, Fhe Do (Wse |}/V5’ S )7_ (Ws:[Ws, Yi) +[8|n o(n)  (7)
outer bound of the new network still applies to the original< I(Ws<; Y3:[Ws, Yg') + |S%|n o(n) (8)
channel _that we consiqler. _Given the reliable _communicatiog h(YZWs, Y&) — h(YE|Wse, Ws, Y& + |S¢|n o(n) (9)
as.sumptllon,.each receiver is able to decode its own messag%(ygcp-(g’yg) — R(Z2) + |8 o(n) (10)
with arbitrarily small error probability. Therefore, reeers
in S first decode messaged’s and then remove the sig-where (7) follows from (6), and (10) is obtained because the
nals caused byXs from the received signal vectdrs = signalsYg. can be reconstructed by using all messagés,
[Y1 -+ Y1 ]|T, to obtain the£t! dimensional observation subject to distortion by the noise terg. .
from the transmitterss© U {0}, i.e., a total of &1 antennas. Note that for each channel use, we have the following signal

Therefore, by inverting the channel matrix from these amasn relation:
to the receivers irsS, we are able to reconstruct the §igna!s Vs = Hs s Xs + Hs scujo) Xseugoy + Zs,  (11a)
sent from those transmit antennas, such that the receivéts i
can decode the messagés;- subject to the noise distortién
Since receiverss having a total of“+! antennas decode allwhere H 5 denotes the|A| x |B| channel matrix from
messages subject to the noise distortion, we have the sum D& transmittersB to receivers.A. Note that sincelS| =
outer boundly, < [S| = £ IS¢ U {0} = &L, the chancel matrids s-., (0} iS Square.
Next, suppose thak’ is an even number. We have arguegince it contains generic random variables, it is invegtibl
that the sum DoF are outer bounded $yfor the K — 1 user almost surely. Therefore, with the first term in (10) in mind,
case. Also, note that increasing the number of users canqet eliminate the contributions aXs and Ys from Ys. and

, o o , obtain:
2We use the phrase “subject to noise distortion” to indichtewidely used
DoF outer bound argument whereby reducing noise at a node lammunt 7% 2 YVee —Hece o X
that is SNR independent (and therefore inconsequentiaD&df) allows it to S Se,548 15 _
decode a message. —[HSC,SC Hs,o] [HS,SC HS,O]_ (YS - HS,SXS)

In this section, we provide a new information theoretic Do,2
outer bound of the network that we defined in Section II.
first show the intuition of the converse and then translate
into an information theoretic statement.

Vse = Hse s Xs + Hse seugoy Xseugoy + Zse, (11b)



= Zsc — [Hse s Hs o|[Hs.sc Hso] ' Zs (12) A. Interference Neutralization Step

which is a noise term independent of the SNR. Thus, substi-AS introduced in section Il, each messag, k € K
tuting (12) into (10), we obtain: is available at two transmitters, i.e., transmitterand the

_ _ _ cognitive helper0. We first consider thek’ — 1 messages
H(Ws:[Ws,Yg') < M(Z") = h(Z5:) +[5n o(n).  (13) Wiiye, i.e., fromW, to W, at received. Our goal in this step
Moreover, we have the following inequality: is to neutralize the signals carrying these messages aveece

_ _ 1. Basically, this can be done by sending each mess$ktge
H(Wk) = I(Ws, Wse; Yg') + HWs, Wse[Yg")  (14)  from transmitterk and the cognitive helped using a linear

< h(YE) — h(YEWk) + HWs|YE) beamforming vector such that the signals carrying the ngessa
+H(Wse|Ws, Y& (15) Wi has null projection at receiver 1. Specifically, suppose
S Sn % Xor(Wy) is the signal carrying the messag#, sent from
< _
< MYS) = h(Z5) +|SIn o(n) +h(Z7) helper0, then it means that
—h(Zg.) +|S¢|n o(n) (16)
< n|S|log(p) + n o(log(p)) + Kn o(n)  (17) Hyp X (W) + Hio Xow(Wi) = 0, k€ {1} (24)
where (16) follows from (5) and (13). In other words, wavhich producesXo, (W) = —Hix/Hi0Xk(Wy) for k # 1.
obtain the sum rate inequality After these operations, receivér is interference free, and
the desired signals carrying the messadje are sent from
nRs < n|S[log(p) +n oflog(p)) + Kn o(n). (18)  transmitter1 and helper0. Note that at helpef, we use

By dividing by n on both sides of the inequality (18) andsuperposition coding such that
letting n — oo, we have:

K
Ry, < |S]log(p) + o(log(p))- (19) Xo = ;XW’(WU' (25)

Finally, dividing thelog(p) term on both sides of the inequality Next, let us consider signals associated with usei €

above and letting — oo produces the DoF outer bound: {1}¢. Each receivei hears the desired signal; from trans-
K+1 itter i , i i
ds. < |S| = + . (20) mitter s and X; from helper0. According to (24), the signal

2 desired at each receiveiis given by
Next suppose thak' is even. Note that we already proved Hy,
that the sum DoF value of arbitrady — 1 out of K users is H;; X; + HoXo; = Hi; X; + Hyo <—H—1Xi>
outer bounded byk/2. That is, 10
K ) i = <H - H“)H“> Xi. (26)
deg? VS cKwith |S|=K—-1. (21) Hio

kes’ Similarly, for j € {1}¢, each receive)j observes interference

By selectings’ = {k}“ for k € K, we have the following , from transmitteri andX,, from helper0 wherei € {1, j}°.
inequalities: That is to say, the interference carrying the mességeat

K receiver;j is given b
dy—dy <5, keK. 22) J 1S gven by
Hy;
Adding up theK inequalities above, we have Hji Xi + HjoXos = Hji Xi + Hjo (—H—in)
K
K? (g HjoHu)
Z(dx —di) = Kds —ds < - = (HJ T THy )Xz- (27)
k=1
K2 Notice that besides messagi¥;; ;-, €ach receiver also
= dy < m (23) sees interference carrying the messéigefrom transmitterl

o _and helpen, i.e., X; and Xo; (W}).
So far, we finished the proof of the DoF outer bound given g for j € K andi € K U {0}, we define an effective

in Lemma 1. channelG,;} such that
V. DOF ACHIEVABILITY : PROOF OFLEMMA 2

Gji = Hj; jek, i=0,1,
In this section, we present our DoF achievability result )~ & g HiHy, i€ {1}° (28)
given in Lemma 2. The achievable scheme we propose in this] " . " /1y, . . e
letter is based on interference neutralization and asytiepto Gii = Hji — =5 J e} i el g}

interference alignment. In the following, we first introduthe  Using this effective channel, the received signal at titret
interference neutralization step to convert the origifermel receiver1 is given by

{H;;} to an effective channe{G};}, and then present the
interference alignment scheme for the effective channel to  Y1(t) = G11(t)X1(t) + G1oXo1(t) +Z1(¢), (29)
achieve the desired DoF. desired signal




while at each receivef € {1}¢ we have then each user has dandimensional signal space. Our goal
X is to show that each transmitter is able to séndsymbols in
the L dimensional signal space. In order to do this, we use the
Yi(t) =G () X;(t)+ G Xi(t)+ Gj0Xo01+2;(t). (30 . : '
i) M i_lzi;j 5Xi(t) s0Xor+2,(t). (30) samel x L, beamforming matrixV to send each message
i - from the corresponding transmitter, i.e., for transmittee
interference KU {O}, we have

So far, we converted the original channgl;;} to the

desired signal

f— PR T
effective channel{G;;} as shown in Fig. 2, where each Xp=Vizer - wpr,] (32)
transmit signalX, (W;), i € K is a mapping function of only where z;, 1 € {1,2,---,L;} is the " data stream sent
its own messagéV;. The signal of the cognitive helper isfrom transmitterk. At the receiver side, since receiver 1
Xo1(W1) which is a function of the messagé: only. is interference free, we only need to consider interference
— alignment at receiver® to K. Denoting by spaflJ) the
W, Xi‘(ll'uu)ﬂ%:\::ﬁ\‘\\ /&nn W column space of thd x L, matrix U, we require that the
={Wn,Wia} .- S N P £ interference at each receiver spans a signal subspace which
W, Lxp g] / E] Y i, is contained in s_pa(lU). Thus, we have the interference
~ o : alignment constraints:
Wy —— Xé"‘ﬂg] 75 ,/’E)ay; T spaiG;; V) C sparfU),  je {1} i#j (33a)
. //,./ »/,%\\ . . . ) |V|
. P . 7 R lim ~— = 1. 33b
co\ir W oo |U| (330)
W :"-.,AX}} % /,,/"‘/ g]_.y,‘ T Using the asymptotic alignment scheme proposed by Cadambe
T fsiin . . et. al. in [6], the solution of (33) is given by:
Xon 2)4'(% K K
Qg
Fig. 2. The Effective Network after Interference Neutralian V= H H Gji] 1: Z Zajz‘ <n-—1, aj; €Zy
J=2i#j J=2 i
B. Interference Alignment Step K K
Oé‘i . .. ..
In this section, we will show that the effective channe = HHGﬁ] L: ZZ% sn, ;i €Ly 0. (34)
{G;;} that we obtain in (28) by using interference neutral- J=21#j J=2 i
ization offers a total of K"+ 1)/2 DoF. It can be easily verified that the solution in (34) satisfies th

As shown in Fig. 2, let us first consider the users sendirgignment conditions in (33).
messagesiVyy., i.e., those included in the green dashed \what remains to be shown is that: (a) at each receiver, the
rectangle. Note that in the absence of the mess&gethe interference signal subspace and the desired signal stspa
remaining K’ — 1 users comprise of a fully connectédl — 1  have null intersection almost surely; (b) at receivees 1, the
user interference channel. Thus, intuitively each usebis® 1., desired symbols are distinguishable, and at receiverl,
achievel/2 DoF by using interference alignment. Moreovefhe 21, desired symbols are distinguishable.
we split the messag’; into two sub-messagés;; andWo, Regarding the first issue, since receiver 1 is interference
such that the signaX; (W1) = X1 (W11) is a coding function free, we only need to consider receiver# 1. At receiver
of W1, only, and the signaKo; (W1) = Xo1(Wi2) isacoding ; -« 1, the desired signal subspace is given by the column
function of W3, only. We let each of the messagB$: and space of
Wio carry 1/2 DoF. Since receivet is free of interference,
it is able to decodéV;; and Wi, as long asX; and Xo; are G;;V = (Hj; —H,oH;H,j)V, Jj#L (35)
distinguishable. In addition, at receivgre {1}¢, in order to
protect the desired signals, the interferedceand X,; need
to be aligned into the interference subspaces spanned by
interference of users wherei € {1, j}°. Intuitively, this can
be done by using the [CJ08] asymptotic alignment proposed in Gji(1)
[6]. Since each of the messagés, W, - -- , Wi carriesl/2 Gji(2)
DoF andW; = {Wj;, W12} carriesl DoF, we can achieve Gji =
a total of (K + 1)/2 DoF. Based on this intuition, we will
present the rigorous proof as follows.

Let N = (K — 1)K and considel. = L; + Lo symbol where G;;(n) = Hj;(n) — Hjo(m)Hi;(n) ¢5r 1 <n < I,

i i i i ; . Hio(n) ; .
extensions in the time domain where and H;; is also with the same type, i.e., a diagonal matrix

I — n—1+N I, — n+N (31) yvith _H,-i(n) as its?z“‘ diagonal_ entry. Notice tha;; in (35_)
! N ’ 2 N ’ is with generic diagonal entries and does not appear in the

Notice that each effective channel mat&;; is a diagonal
%aetrix (due to symbol extension in the time domain) and can
berepresented as

Gji(L)



alignment conditions (33). Thus, the column space&efV  [15] R. Etkin and E. Ordentlich, “On the Degrees-of-Freedofmthe K-
and U have null intersection almost surely. User Gaussian Interference Channéltp://arxiv.org/abs/0901.169%an.
. . . . 2009.
Regarding the second issue, it suffices to show that the
desired signal subspace has full rank almost surely. Réwll
the construction oV is associated witld?;;(n), j # 1, ¢ # j
only. Owing to the effective channel construction in (28an
since Hj;(n), j # 1, i # j are generic, the matri¥ has
full rank almost surely. Thus, we establish that thedesired
symbols are distinguishable at receivgrs: 1. Moreover, at
receiver 1, we need to ensure that the desired signal sent fro
transmitter 1 and helper 0, i.e., the column space&ofV
and G1oV have null intersection almost surely. Essentially,
this can be easily verified a&; = H;; which does not
appear in any otheG;; where(j,) # (1,1).
With this, we established the achievability oK + 1)/2
sum DoF, as shown in Lemma 2.
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