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Index Codes for the Gaussian Broadcast Channel
using Quadrature Amplitude Modulation

Lakshmi Natarajan, Yi Hong, and Emanuele Viterbo

Abstract—We propose index codes, based on multidimensional These index codes are designed to convert receiver side
QAM constellations, for the Gaussian broadcast channel, wére  jnformation into apparerSNR gains. The minimum distance
every receiver demands all the messages from the source. Téffi-  f 1ha effective code perceived by a receiver is a function of
ciency with which an index code exploits receiver side infanation . .
in this broadcast channel is characterised by a code designetric the |nde>_( subseﬂ_ - {_1’ ) K_} of th_e m_essage_s aval_lable at
called side information gain. The known index codes for this the receiver as side information. Thiele information gain of
broadcast channel enjoy large side information gains, but d not a code is a metric that measures the efficiency with which re-
encode all the source messages at the same rate, and do not @dm cejver side information is converted to actual coding gaBj [
message sizes that are powers of two. The index codes proptd>se-|—he index codes of [13] provide large side information gains

in this letter, which are based on linear codes over integerings, d th b t ted with ¢ h | d t
overcome both these drawbacks and yet provide large values an €y can be concatenated with outer channel codes 1o

of side information gain. With the aid of a computer search, improve coding gain against channel noise. These indexs;code
we obtain QAM index codes for encoding up to5 messages however, suffer from two practical drawbacKs: they do not
with message size2™, m < 6. We also present the simulated encode all messages at equal rate, Gndhey do not admit
performance of a new 16-QAM.ind.ex code, concatenated vyith message sizes that are power2of
an off-the-shelf LDPC code, which is observed to operate wiin ; . .
4.3 dB of the broadcast channel capacity. In this letter, we present the first class of index codes fisr th
special case of Gaussian broadcast channel that encothe all t
messages with equal rate (Sectionh I11). These new indexscode
allow messages of arbitrary sizes, including sizes that are
powers of2. The proposed index codes are multidimensional
l. INTRODUCTION QAM constellations whose points are labelled with message
ODING for broadcast channels, where receivers knosymbols using the framework of linear codes over the ring
some part of the transmitted messages a priori, is calléd; of integers modulo}M. Using a computer search, we
index coding and is well-known for noiseless binary broadcagibtain QAM index codes with large side information gains for
channels[[L]4[8]. In the case of noisy binary broadcast, tteessage sizeg™, m < 6, and number of messagés < 5.
index codes of[[4] provide equal error correcting capabilite also present simulation results on the performance of a
at all receivers and exploit the receiver side information QAM index code when used as a modulation scheme in a
enhance the code rate, while the codes[of [5]-[7] transforgsistem employing an outer channel code (Sedfioh 1V). We
side information into improvements in error performancee T observe that the new6-QAM index modulation scheme for
capacity of general index coding over Gaussian broadcdst= 2 messages, when encoded with an off-the-shelf rate-
channel is unknown, but information theoretic results afg2 LDPC code, performd.3 dB away from capacity in the
available for some special casés [8]2[12]. Separatiomdagsaussian broadcast channellat bit error rate.
coding schemes using a (noiseless) index code and a broadcas
channel code are, in general, sub-optimal, since the chanrwz_
decoders do not utilize the receiver side information, dred t
channel coding rate is limited by the receiver with the worst We consider a non-fading Gaussian broadcast channel
signal-to-noise ratio. This motivates schemes that perfowith single-antenna terminals, where every receiver defsan
index coding at the physical layer. K independent messages from the transmitter, denoted by
Lattice based codes were proposed|inl [13] for the special, - .., wrk that assume values fromVy,..., W, respec-
case of index coding over the Gaussian broadcast chanfigly. The transmitter operates under an average power con
where the transmitter ha& independent messages, eachtraint, the receivers experience additive white Gaussiase
receiver knows some subset of thé messages a priori, (With possibly different noise powers), and each receivas h

and every receiver demands all the messages at the soupti®@r knowledge of some subset of the messages as side in-
formation. Ann—dimensionaindex code (p, X) for this Gaus-
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o1 13 n 3 dex setsS = @, {1},{2}, respectively. LetW; = W, =
1 ® X X X {0,1,2,3}, n =2 and X’ be the16-QAM constellation, then
Ry = R, =1 b/dim. Fig.[1 depicts the new code, where
20 32 00 12 each of thel6 pointsz is labelled with the corresponding
o = < = X message tuple~!(zx) = (w;,ws). The receiver withS = @
must decode both, w2, and hence, it decodes the received
03 11 23 31 vector to nearest point ift. The error performance at this
1 ® * 8 8 receiver is that of thd6-QAM signal set. Letw; = 0, then
the receiver withS = {1} knows that the transmit vector is
Ll B 0 ®02 = one of the four points corresponding4g = 0 (marked with
circles in Fig.[1), and hence, its decoder restricts its @hoi
-2 -1 0 1 of candidate codewords to these four points. Observe that

the minimum Euclidean distance between these four points is
fFi@l- 1 Trf:e |ab§||indg scheme ford.tfffﬁ-QA'\él ind%x c_o?e. The four points twice the minimum Euclidean distandg of X'. The minimum
orming the subcode corresponaing to the side information= 0 are f .
highlighted with circles. The subcode far. = 0 is marked with squares. ,dIStance Correspondlng to each of the other thre,e values of

is also2dy, and henceds = 2d, for S = {1}. It is easy to

We are interested in codes that provide good error perfommar?heCk thads = 2d, for 5 - 12} as well. Th_us, the error per-
(versusSNR) for every S C {1,..., K}, or equivalently, for formance at the two receivers, corresponding'te: {1}, {2},

9K _ 1 receivers, one corresponding to edix {1, ..., K}. respectively, is approximatelw 1og10_(22) ~ 6 dB bett_er than
Consider the channel outpyt= p(w:, ..., wx) + z at a that of the receiver withS =2. Since .RS = 1 b/dwn_ for
generic receiver(SNR, S), where z € R" is the additive § = {1}, {2}, from (), the side information gain of this code

: N )
Gaussian noise with variancesng per dimension. A re- 1S 1010819(2%) ~ 6 dB/b/dim. u
ceiver W|th.no side information, I.e. withh = , decodgs IIl. QAM CONSTELLATIONS FOR INDEX CODING
y to argmingey |y —|. The minimum Euclidean dis- _ . o .
tance do — min{ |z, — 2s| |z1,22 € X, 21 % z2} between In this section, we present multidimensional QAM con-
any pair of points inY’ determines the error performance aftellatl;)r?s for mdexd clodlng using Imea(; C(é?jes lover t?e
this receiver. A receiver with # @ has prior knowledge of rlngl 0 mtegers moh uloM. Fj\c;r even_and odd vaues o
the value of the message vector. Given the information M, let ZJ‘{ enoEe the Se@_g’jT’“"Q"“’T}

; : ; : and{—2- _M=3 0 M=11 respectively. For an
wi = ag, k € S, written concisely asgs = ag, this receiver 2 2 ooty Ty P y- y
generates a subcod¥,, C X by expurgating all codewords

a € Z, let a mod M be the unique remainder af in Z,,
in X with ws # ag, and decodey to the closest point in when divided by M. With addition and multiplication per-
Xas- Let da,s = {H.’El —1172” |.’II1,$2 S Xas,ml 75 .’IIQ} be the

formed modulo)M, the setZ,,; has the structure of a commu-
minimum Euclidean distance o, andds = ming, da.. tative ring. The mod M operation satisfies the property that
The average error performance and coding gain at this rexcei

{pranyx € Z, |x mod M| < |z|. The setZ}, of all n-tuples
are determined byls. The asymptotic addition8NR gain is a module ovefZ,, with addition and scalar multiplication
due to the knowledge abg is thus10log, (d2/d2)

dB. This Performed component-wise. Similar to the scalar case, we ha
squared distance gain must be measured against the am&ﬁ

ppod M || < [lz|| for everyz € Z".
of side information inwg, or equivalently, against theide

A unit is an element of a ring with a multiplicative
information rate Rs 2 3", ¢ Ry, b/dim. Theside information inverse, and the set of all units of a ring form a multi-

gain [13] of the code(p, &), defined as plicative group. In the case df,,;, the units are precisely
the elements that are relatively prime withl in Z, i.e.,
U(Zn) ={a € Zy | ged(a, M) =1in Z}, where ged de-
notes the greatest common divisor. Whih is a power of
U(Zyr) is the set of all odd integers if ;.
Assuming|W;| = --- = |Wg| = M, we identify each al-
phabetW,. with the ring Z;,;. We considerZ,,—linear en-
coding of the K messages where the code length equals
the number of messages, i.e.,= K, and the subcode as-
Rpciated with each message is of rahkThe k" subcode
X = {wger, mod M |wy € Zy}, corresponding to the mes-
sagewy;, is generated by a single vectey € Z£,.

ra min 101og; (d5/a3)

dB/b/di 1
GCSC{l,....K} Rgs m @)

is the minimum additional coding gain available from eac?\’
bit per dimension of side information for any. The prior
knowledge ofwg provides an asymptotiSNR gain of at
leastI’ x Rs dB over the performance ot’ with no side
information. Hence(p, X) is a good index code ifi) X is
a good channel code for the traditional single user AWG
channel, i.e., for a receiver with = @, and(ii) T is large, so
as to maximize the minimum gain from side information fo

receivers withS # &. Definition 1. A Z;-linear index code for K messages con-

To motivate our work, we now show an example of a nesists of a set o generatorg, ..., cx € Z%,, such that the
index code usingl6-QAM, that encodes twa-ary message linear encoder = p(wy, ..., wg) = Zszl wger mod M is
symbols with equal rate, and providEs~ 6 dB/b/dim. injective.

Example 1. Let K =2, and number of receivers be The injectivity of p in Definition[d ensures unique decod-
2K — 1 =23, with the corresponding side information in-ability of messages at a receiver with no side information.



Since the message spak® x --- x Wi = ZE, injectivity TABLE |
of ) implies thatX = Z]Iff. In order to transmit the signal, BESTLINEAR INDEX CODES WITHCIRCULANT ENCODING MATRIX C'.
we embed the codeword € Z%; into the Euclidean space

K=n
RK using the natural map. Hence, the minimum distance WiHhM 2| 3 [ 4 [ 5
no side information isly = 1. The linear index code can be . (1,-2) | @, -2 -2 (1,1, -1,0) (1,-2,1,-1,0)
viewed as a labelling of the multidimensional QAM constella 6.02 4.52 3.01 3.76
tion ZX,, where each constellation poiatis associated with || s [ 2 (1,2,0) (1,9, 3,3) (,-1,2,2,-3)
the message tuplev ) = p~! (z). Note thatz ma — -2 — —
g pleoy,...,wx) =p ~(x). Note ay D) (1,2, -6 (1,4, -6, -8) (1,2, -5, 4,5

be translated by a fixed offset prior to transmission to miném 6.02 5.24 5.57 5.28
the transmit power. 30 (1,6) (1,—10,14) (1,10, 14, 2) (1,—8, —5,15, —6)

A linear index code is fully characterized by the matri (15'828) 5 5523 T 256'820 RIERT: ?'877 e

KxK y— , —26, — , —26, 20, ,16,18, —9,

C € Zy; " whose rows are th& generatorsg;, ... ,cx. The 64 6.0 573 < 85 5 82

encoding matrixC defines a linear transformation from the
message spaces; to the spacet’ = Z%, of codewords. Thus,

the encoder map is injective if and only ifC is invertible equivalent to the addition of an appropriate vector frbfz
overZyy, i.e.,det(C) € U(Zys). we have

Example 2 (16-QAM). Consider M =4, K =2 and the
two generatorg; = (1,—2) ande; = (—2,1). The encoder is
T = wicy + wacy; mod 4 = (w1 — 2wz, —2wy + wy) mod 4, Hence,dmin(Xag) > dmin(t + Axy) = dimin(Axy).

and the encoding matrix i€ = E; 1 —% . Since If a shortest vector OAXg liesin MZK, thendmin(AXS) =

. \e) \=2 1) dmin(MZ5) = M, and hencelyi,(X.,) > M. This proves
det(C) = —3 mod 4 = 1is a unitinZy, this code is uniquely 4 o <ocond part of the lemma.

decodable. The resulting index code is ltieQAM labelling To prove the first part we will now show that

scheme illustrated in Examglé 1 and Hig. 1. [ din(Xas) < duin(A, ) if w is & shortest vector of x, and
w ¢ MZX. Note thatw mod M # 0 andw mod M € Xg.
A. Sde information gain Hence, dmin (Xg)KS [w mod M|l < [w]|. Since X, is a
All the K messages have the same transmission r%c&%si;\?;jg ) |r(1 XZ M) XVZ h_a\{;({r;ir;(ﬁﬁﬁ _ 3‘“‘ HEZ(S)') T-?rl:;
Ry, = /K log, M b/dim. The side information rate at the re'completesm';rrlle ;rsoof_ mnAeES S = — TminiBAs): -
ceiver (SNR, S) is Rs = Y, Rk = 2 log, M b/dim. We .
now relate the minimum distanek; to the length of the short- Lemmall provides the exact value o, and hence

: . . . 10logyq (a3 /a3 , only if we can find a shortest vector
est vector of a certain lattice. This allows us to numenjcall o510 (43/48)/Rs y

compute the value ofis, and hencel'(X), using efficient v EIdAXS ISUCT thatwb mog M fé 0.(d§)/itl)erW|se, the lemma
algorithms available for calculating the shortest vectors yields only a lower bound omlosio (<3/43)//Rs.

lattices [14]. LetS denote the complement of the s&t For

anyS C {1,..., K}, the subcode generated by, k € S, is B, Computer search

X5 = D peg wrex mod M ‘ wy € ZM}. Consider

Xog =t +Xg mod M Ct+ Xg+ MZX =t + Ax,.

We use a computer search to find linear index codes with
large side information gains. To reduce the complexity ef th
exhaustive search we restrict our search space to codegwhos

which is known as th€onstruction A lattice [15] of the linear €ncoding matrice’” are circulant. We present results for
codeXs. The latticeA v, is generated by, k € S, and the 7 = K =2,3,4,5 and M = 4,8,16,32, 64. For each choice
K rows of MI k. A basis forA v, can be efficiently computed Of C, with det(C) € U(Zxr), we found that the value o
from this set of generators, for example, using an algorithfiat minimizesiolos,, (42/43) /rs yields a latticeAr, with a
based on LLL reductiori [16]. For any set of pointsiA , let shortest vectomw such thatw mod M # 0. Hence, using
dmin(+) denote the minimum Euclidean distance between akfmmall, we were able to calculate the exact value of

two distinct points in the set. For a lattide di,(A) equals I = ming 101g.,0 (3/43) /rs for each candidate index code.
the length of its shortest vector. For each)M, K, Table[] lists one index code with the largest

_ side information gain" among all codes with circulant en-
Lemma 1. If Ay, contains a shortest vector w such that  cqding matrices. The table shows the first row of the ciraulan

Ax, =Xg+ MZK ={z+ Mu|z € X5,uc ZX},

w ¢ MZ®, then ds = duin (Ax,); else ds > M. matrix C' and the side information gaifi (in dB/b/dim).
Proof: Let the side information at the receivésNR, §) All the index codes havé' > 3 dB/b/dim, and forM > 16,
bews = as. Then the subcodd, to be decoded is the gain is at I§a55.24 dB/b/d|m. In comparison, the coqles
from [13] provide I" ~ 6 dB/b/dim. Since the construction
{Zkes arcr + Y e 5 Weer mod M‘wk € Zu,k € 5*} , of [13] relies on the Chinese remainder theorem, the resylti
message size¥V |, ..., |[Wxk| are powers of different primes.

that equalst + X5 mod M, wheret =}, ¢ arcy mod M Here, we circumvent this problem by using codes digf,
is known at the receiver. Since the modulo operation @t rely on numerical techniques to estiméte



10° g significantSNR gains for the receivers that know either of the
B two messages a priori.

07 B We have presented the first known family of index codes
o = ) for the Gaussian broadcast channel that admit equal message
[CRUN VY ¢ Eq rates, and with message sizes that are power.ofhe
S E 2 method employed to obtain these codes is limited to small

_3 [] . . .
21072 e values of M and K because of the complexity involved in
[} & e .
§ the computer search. An analytical approach could extead th
107 b results to larger number of messages. Our simulations used
a standard LDPC code designed for the single-user AWGN

6 8 channel to improve noise resilience. Designing efficietstb
modulation techniques matched to the proposed modulation

_ , _ schemes may be crucial to achieve higher coding gains.
Fig. 2. Performance of the6-QAM index code used as a modulation scheme
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SNR (in dB)
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