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Abstract

This letter studies distributed opportunistic channeleasdn a wireless network with decode-and-
forward relays. All the sources use channel contention tdrgasmission opportunity. If a source wins
the contention, the channel state information in the ficgi-bhannel (from the source to its relay) is
estimated, and a decision is made for the winner source heregfive up the transmission opportunity
and let all sources start a new contention, or transmit ta¢tay. Once the relay gets the traffic, it may
have a sequence of probings of the second-hop channel (fremetay to the destination). After each
probing, if the second-hop channel is good enough, the tedagmits to the destination and completes
the transmission process of the source; otherwise, thg deleides either to give up and let all sources
start a new contention, or to continue to probe the secomdehannel. The optimal decision strategies
for the two hops are derived in this letter. The first-hoptsiyg is a pure-threshold strategy, i.e., when
the first-hop channel signal-to-noise ratio (SNR) is momantla threshold, the winner source should
transmit to the relay, and subsequently the second-hofegyrahould let the relay keep probing the
second-hop channel until a good enough second-hop chanbbkerved. Simulation results show that

our scheme is beneficial when the second-hop channels haer Everage SNR.

Index Terms

Decode-and-forward relaying, opportunistic transmissigptimal stopping, throughput maximiza-

tion.

. INTRODUCTION

In a distributed wireless network such as ad hoc networkmadly the traffic sources use
channel contention to obtain transmission opportunity. &ample, if a source has traffic to
send, it sends a request-to-send (RTS) to its destinatimhifdhe RTS is successfully received,

the destination sends back a clear-to-send (CTS), and tltesdurce can transmit its traffic,
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even if its channel to the destination is poor. To efficientlyize the wireless channel, it may be
better if a source could give up its transmission opporyuwiten its channel is not good, i.e.,
it does not transmit upon reception of CTS, and thus all ssunmmediately start a new round
of channel contention. The challenge is: when should a alarecalled “good channel”? This
challenge can be addressed easily for a centralized netwvamnidinated by a central controller.
For example, in a cellular network, the base station (BShésdentral controller, and collects
channel state information of all users for each channelnTthe BS can pick up the best user,
which has the best channel gain, to utilize a channel, edeiw asopportunistic channel access

or channel-aware scheduling. However, in a distributed network, no such central cotdraxists

to decide which user has the best channel gain. Rather, esacheaeds to decide based only on
its local observation (i.e., its own channel gain) and cleasitatistics of other users’ channels.
The challenge of opportunistic channel access in a diggtbnetwork was addressed in [1]. A
source first sends a probe (e.g., RTS) to its destinationtfanmel contention. If the contention
is successful, the destination estimates the channel Idigimise ratio (SNR) and feedbacks
(e.g., by using CTS) to the source. If the channel SNR is lkas & threshold value, which
can be numerically calculated based on the statistics asuskannels, then the source gives
up its transmission opportunity; otherwise, the sourcedmaits its traffic using the maximal
achievable transmission rate of the probed channel. Asviellps of [1], the works in [2], [3],
[4], [5] investigate opportunistic channel access in aritisted wireless network when channel
information is imperfect, when multiple transmissions ¢ensuccessfully received, when there
exists a delay constraint, and when a fine channel estimatiokl be available, respectively. For
wireless relaying networks, distributed opportunistiawhel access is investigated in [6] and [7]
with decode-and-forward (DF) relays and amplify-and-farav (AF) relays, respectively. Next,
the work in [6] is introduced since this letter is a follow-op the work in [6]. A distributed
DF relaying network is considered in [6], in which each seudestination pair is aided by a
DF relay. If a source has traffic to send, it sends a probindgeia@and based on reception of
the probing packet, the information of channel SNR in the ficg (from the source to its relay
and to the destination) is obtained. Then the source detwdé&$ give up, or 2) transmit with
direct link, or 3) continue to probe the second hop (from thkay to the destination). If the
source decides to probe the second hop, then the channel SttiR second hop is estimated,

and it is decided either to give up or to transmit (by usingdidink or relay link, whichever
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has better utility).

In [6], when the source decides to proceed to probe the sewomdf the second-hop channel
SNR is not good, it is likely that the source will give up thartsmission opportunity and all
sources start a new contention. However, since the secopdfannel is time-varying, a natural
guestion is: if a second-hop channel is poor, is it beneftoidét the relay wait until the second-
hop channel becomes better? The rationale for this quesioif the source gives up when
the second-hop channel is poor, then it still takes time Ffar $ystem to have a successful
channel contender later, and the successful channel amrtemay not have good channel SNRs
in two hops. So it is possible to have benefits by using a relaying scheme, i.e., letting the
relay wait until the second-hop channel becomes bettes [Btier targets at an answer to the
aforementioned question. In specific, we first derive annogtistrategy for the relay-waiting
scheme. Then performance of the relay-waiting scheme amdstheme in [6] are compared
by simulations, which demonstrate that the relay-waiticgesne can be beneficial when the

second-hop channels have larger average SNR.

[l. SYSTEM MODEL

Consider a distributed DF relay network that includes a remnhb/, of source-destination
pairs. Each source-destination pair has a relay assigmesd.cbnsider the case with direct links
from sources to destinations. Similar to [6], to probe thstditop channels, a source can send
a probing packet, and if there is no collision, the probinglkea is received by both its relay
and its destination. The relay and the destination then stimate the channel SNRs from the
source to themselves. Then the relay reports its channeliSfdRnation to the destination, and
the destination makes decision for the first hop (give up amdmit). For this case, by reception
of the reporting message from the relay, the destinationestimate the channel SNR from
the relay to itself, and thus, the destination has completsigel SNR information for the two
hops: from the source to the relay, from the source to itselfl from the relay to itself. Then
the destination can calculate the achievable end-to-emgrnission rate given g8 between the
source and itself. Therefore, although the communicatiomfthe source to the destination is
with two hops, it can be treated as a virtual one-hop comnatioic with achievable raté.
So the same method as that in [1] (which deals with singledmbjhoc networks) can be used

to find out the opportunistic channel access strategy. Ttrerein this letter, we investigate the
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case without direct links between each source-desting@m Assume channels in the first hop
(i.e., from sources to their relays) follow independent atehtically distributed (i.i.d.) Rayleigh
fading with average received SNR beipg, while the channels in the second hop (i.e., from
relays to destinations) follow i.i.d. Rayleigh fading witlverage received SNR being.

The M sources use a channel contention procedure similar to thd4¢ [6] [7], as follows.
At a minislot (the duration of which is denoted @g each source sends an RTS with probability
p to its relay. So at each minislot, if no source transmits, tree minislot is idle (the probability
is (1 — p)M), then all sources start a new channel contention in nexistoinif more than one
source send RTS (the probability is- (1 — p)* — Mp(1 — p)™~1), it means that transmissions
of the sources collide with each other, and thus, all thecgsustart a new channel contention
after a time-out value (the duration of which is equal to CTfation) following the collision; if
only one source sends RTS (with probabilityp(1 — p)*~1), then we call the sourca winner
source. Definean observation as the interval from the starting point of the channel caotmen
until a winner source appears (i.e., its RTS is successfeltgived by its relay). The average

; ; (1-p)™ 1-(1—p)M —Mp(1—p)M—1
duration of an observation can be calculated;as Ap(i=py =T O+ Np(T—p)M=T (Trrs—+

Timeout) + TRTS, IN Which Tprs and 7,00« are RTS and timeout durations, respectively.

At the end of an observation (say, observation the winner source’s relay can estimate
the channel SNR from the winner source to itself by the RT®pton, and it decides from
two options: 1) optiongive-up: to give up the transmission opportunity, and notify therseu
of the decision by sending back a CTS. This CTS is also redelwe other sources. Thus,
subsequently all sources can start a new contention. 2proptop: to stop the process and
utilize the transmission opportunity, and send back a CT8otdy the decision. In the CTS, a
transmission rate denotefd, is also indicated for transmission from the winner sourcéht®
relay. Then the winner source transmits for duration of enaolehcoherence time denoted as
by using transmission rat®,. The optimal value ofz,, is derived in Section V.

For observatiom, if the winner source stops, denote rewafdas the total amount of traffic
that is sent by the winner source and received by its degimaand denotél;,, as the time
duration from observatiom until observatiom plus the time used for transmissions in the two
hops. DenoteV as thestopping time, i.e., the winner sources in the firdt — 1 observations do
not stop, and the winner source in th&h observation stops. This letter targets at an optimal

stopping time denoted a§*, which makes the system achieve the maximal system thraughp
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E[Yy]
N* = arg su
s Nzl()) E[Ty]

where E[-] means expectationV* is also referred to asptimal stopping strategy. Based on

(1)

[8, Chapter 6], we can transform problepqi (1) into a probleat thaximizes reward’y — \Tx
with A > 0. In specific, forA > 0, an optimal strategy denoteldl*(\) should be found, which

maximizes expected reward of the transformed problem:

UA) = sup {E[Ynoy] = AE[TNnoy]}- (2)
N (320

Then if we find a\* such thatU(\*) = 0, then an optimal strategy of probleml (1) is in the
form of N*(\) with A = \* [8].
Next we find optimal strategy for problerl (2), which include® parts: the optimal second-

hop strategy and optimal first-hop strategy, discussedersttbsequent two sections.

[Il. STRATEGY FOR THESECOND HOP

Consider observation. Here we first try to find the optimal strategy for the secongb,ho
i.e., we assume the winner source stops and transmits telég with rateR,,. For the second
hop, the relay should find out its best strategy. The relay $esds an RTS to the destination,
and the destination estimates the second-hop channel SN&ede-, and feedbacks a CTS
that includes the channel SNR information, referred to abasanel probing. If the achievable
second-hop transmission rate, givenas,(1 +r,), is not less tharr,,, then the relay transmits
to the destination by using transmission r&gwith durationr,; otherwise, the relay may decide
to give up or to continue channel probing. If the relay desitie give up, all sources start a
new channel contention. If the relay decides to continuencbbprobing, then the relay waits
for channel coherence timg and has a new RTS-CTS exchange with the destination (a new
channel probing), and transmits if the achievable secapdtransmission rate is not less than
R, or decides to give up or to continue channel probing otrsswr his procedure is repeated
until the relay either transmits or gives up. It can be sean tiere are a sequence of decisions
in the second hop, which makes the optimal second-hop gyrateallenging. To address the
challenge, we review second-hop strategies from a new @etigp, as follows.

DenoteS; as the second-hop strategy that the relay can have ughannel probings of its

channel to the destination. So if the relay cannot find a sttamp channel realization with
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achievable rate not less thah, within /[ channel probings, the relay is forced to give up.
DenoteV!()\) (which is a function of\) as the net reward of strategy. Therefore, the optimal
second-hop strategy should achieve net rewasst{E[V(\)], E[VZ(\)], ..., E[V>=()\)]}.

The net reward expectation of stratefly is

E[V'(\)] = Pl’[r; > rp(RyTy — AT2) + Pr[r; < rp](=MNTrRrs + Tors)) )
= (1 - Fg(Tn))(Ran — )\7'2) + FQ(TH)(—)\(TRTS + TCTS))

where P[] means probability of an eventcrs is CTS transmission duratiom, = 7rrs +
Ters +7a 1S the time cost for probing and transmission in the secomgd Ag-) is the cumulative
distribution function (CDF) of the second-hop channel SH# Gubscripy stands for the second
hop),r; is the second-hop channel SNR in the first channel probipg; 2/ —1 is the minimum
required SNR of the second hop for achievable transmissitnA,,.
The net reward expectation of strate§y, is
E[V=(N)]

:Pr[r; > rp)(RyTy — AT2) + PI’[T; < rp](E[V(N)] — A1) 4)

=(1— Fy(rn))(Ryma — A12) + Fy(r,) (E[VE(N)] — Am).
From (3) and[(#), we have

E[V>(A)] = E[VI(A)] = Fy(ra)(E[V°(A)] = Ara). (5)

A. Case with E[V()\)] > Ary

If E[V>()\)] > A1y, thenE[V>°(\)] > E[V!(\)]. Now we comparéE[V>°()\)] with E[V!(\)],
[>1.

We have

E[Vl()\)] = Pl’[r; > rpl(RyTy — AT2) + Pr[r; < T, 7“; > 1o (RnTy — 2AT2) + ...

1

+ Py <1,y N <yl 2 1] (RTa — IAT)

+ Pr[r; < Tp, ...,rlg_l < Th, rf] < rp)(=(l = D)A12 — XM(7rrs + Tors))  (6)
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inwhichr},r2, ...l are channel SNRs of 1st, 2nd, ith channel probing of the relaf.[V > ()]

can be expressed as

E[V=(N)] = Pr[r; > rul(RyTy — AT2) + Pr[r; < Tn, 7’3 > rpl(RuTyg — 2A72) + ...

1

+ Pl’[r; <Tpy.,T < Tnarlg Z /rn](Ran — l)\’TQ)

1—
g

+PHlry <1y sy <yl < ] (B[VE(N)] = IAT).

1—
g

So

E[VE(N)] = E[VI(N)] = Ptlry < rp, .., rh ™t <y, vl < r](B[VE(X)] = Ara)
= (Fy(ra) (E[V=(N)] — Ara) > 0 (7)

which means the optimal second-hop strategy should beethg keeps probing the second-hop
channel until the achievable rate is not less tlian

B. Case with E[V>*(\)] < A7y

If E[V>=()\)] < A1y, from (@) we haveE[V>°(\)] < E[V!(\)]. Now we compareE[V!())]
with E[VI(\)], I > 1.

E[V'(N)] - E[VI(V)]

= — (E[V=(\)] — E[VI(\)]) + (E[V=(N)] — E[V'(\)])

Y Fy(ra) BV ()] = Ara) + (Fy(r)) (E[VE(N)] = A7)

—Fy(ra) (= 1+ (Fy(ra)) ") (V2] = M) = 0

in which (a) comes from[(b) and{7), anth) comes fromF,(r,) < 1 and E[V>°()\)] < A7,.
Thus, the optimal second-hop strategy should be: the rafalyes the second-hop channel only
once, and transmits if the achievable transmission ratetitess thanR,,, or gives up otherwise.
Overall, for the second hop, depending on comparisdh[bf° ()] with A7, the relay should
either probe the second-hop channel once, or keep probagedbond-hop channel until the

achievable second-hop rate is not less tian
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V. STRATEGY FOR THEFIRST HOP

Based on optimal strategy in the second hop, now we derivienapistrategy for the first
hop. In the first hop, at observation once the RTS of the winner source (i.e., the source that
wins channel contention) is received by its relay, and trs-fiopp channel SNR denoted(n)
is estimated, then the decision is either give-up or stap, (io transmit), whichever has higher
reward. If the decision for the first hop is give-up, then tle¢ reward is—Arcrs (since a CTS
is needed to notify the decision); if the decision for thetflisp is to transmit with ratez,,,
the net reward isnax {E[V1(\)],E[V2(N\)],...,E[V=(N)]} — MTers + 74), in which 7ors + 74
is time cost in the first hop: the relay uses a CTS to notify therce of the decision and the
source transmits with; duration (noting that the time cost in the subsequent se¢tmmdis
included inmax {E[V*(\)],E[VZ(\)],...,E[V>=(A\)]}).

First considef£[V>°(\)] < A7, for the second hop. Then based on discussion in Section, I11-B
max {E[VI(N)],E[V2()\)],...,E[V>°(\)]} = E[V1())], so the net reward of transmission in first
hop iIsE[VY(\)] — A7ers + 7a). SINCeE[V>®(N\)] < A7y, from (8) we have

E[VIN] = (1 = Fy(ra) ) E[V=(N)] + Fy(rn)ATa ®)
< (1= Fy(rn))ATa + Fy(rp) A4 = A1y
which leads tdE[V ()| —\(rers+74) < —Atcrs- In other words, the net reward of transmission
in the first hop is less than the net reward of give-up in the ficp, and thus, the winner source
will always give up in the first hop. Therefore, when we cadtealthe net reward of transmission
in the first hop, we can ignoréEfVV>=°(\)] < A7,". Thus, we focus o[V *>°(\)] > A7,, and based
on discussion in Sectidn 1HA, we haveax {E[V1()\)],E[VZ(N)],...,E[V=(N)]} = E[V>=())].
So the net reward of transmission (stopping) in the first fsop i
E[V*=(N)] = Mrers + 7a)

1

()
SRy — ————
T F, ()

ATy — N(Ters + Ta) 9)

@logz(l + Tn)Td — )\TCTS — )\Td — )\6%T2

in which (c) cqmes fromE[V>(\)] = R,7q — %)@ which is from [4), and(d) is from
Fy(ry,) = 1—e #s (Rayleigh fading) and,, = 2/ —1. The net reward(9) is not a monotonically

increasing function of,,. So we need to set up an optimglthat makes the net reward maximal.
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Define function¢(z) = logy(1 + )74 — ATers — ATq — Aei@, which is a concave function.
To find the optimalz, denoted:*, that maximizesy(z), we can solve‘% = 0, which leads to

Td Aot
_— = —ePg . l
(1+2x*)In2 pg6 2 (10)

z* can be calculated froni_(ILO) numerically. 89 should be set ta* if feasible. However, it

may not be feasible to set to bex* sincer,, should be no more than the first-hop channel SNR

r¢(n). Thus, overall we should set, = min{r(n),z*} and R,, = log,(1 + min{r(n), z*}).
Recall that an optimal stopping strategy of problém (2) withsatisfyingU(\*) = 0 is

an optimal stopping strategy of problefd (1). So next we famuoptimal stopping strategy of

problem [2) withA*. Maximal expected reward (A\*) of problem [2) should satisfy an optimality

equation [8]:

min{r'f(n),w*}
B[ max { logy(1 + min{rs(n), z*}) 7 =X*(Ters + Ta+ e~ 7 1),

UN) = XNrers}t] — A = U(X).

SinceU(\*) = 0, the optimal equation is rewritten as

min{r'f(n),w*}
E|[max {log,(1 + min{ry(n),z*} )7 — N (ters + Ta+€ 7 T),

- )\*TCTSH = )\*7'1 (11)

from which \* can be calculated numerically.

Accordingly, the optimal stopping strategy in the first hgpgiven as

min{'r‘f(n),w*}
N*(X\*) = min {n >1: logy(l+ min{rs(n),x*})17qg — N (Tors + 70+ € rg T2)

> —Nrers) (12)

in which z* can be calculated froni_(1L0) with = \*.

The left handside of the inequality i (12) is a non-decregsunction of r¢(n). Denote
7 as the solution of ¢(n) for log,(1 4+ min{rs(n),z*})7qg — X*(ters + 74 + e%@) =
— M 71ors. Then the optimal stopping strategy in the first hop is reemitasN*(A*) = min {n >
1: ry(n) > #y}. Thus, at observation, if the fist-hop channel SNR/(n) is less than the
thresholdr, the winner source gives up; otherwise, the winner soummgssi.e., transmits with

rate R,, = log,(1 + min{r;(n),z*}), and subsequently the relay keeps probing the second-hop
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channel until an achievable rate not less thign The values off; andz* can be calculated
offline, and thus, the optimal strategy is a pure-threshtfategyy, with very low computational

complexity.

V. PERFORMANCE EVALUATION

Computer simulations are carried out to evaluate our preghaptimal relay-waiting scheme.
The simulated network has 18 source-destination pair$ ether parameters set as= 20us,
Trrs = 10348, Ters = Tiimeowr = 106uS, 74 = 0.8ms, p = 0.1, p; = 1. We vary the average
second-hop SNR, from 2 to 20. For each, value, we first numerically calculatg, and use
the value of7; as the pure threshold in the simulations to obtain the systeoughput. The
simulation results are shown in F[g. 1. Simulation resuitstfie scheme in [6] (with direct links
not considered) are also shown. It can be seen that, whenvdtage second-hop SNR, is
below 5, the scheme in [6] achieves higher system througlguitwhenp, > 5, our scheme
achieves better throughput performance. Indeed, for aorktwith the second-hop channels
having larger average SNR, if the current probed seconddmngmnel realization has a poor

SNR, letting the relay wait may be more time-efficient congplato giving up.

0.8
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System Throughput

—e—proposed scheme
—=—scheme in [6]
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Second hop average SNR Py

Fig. 1. System throughput of proposed scheme and the schef6g i
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VI. CONCLUSION

In this letter, we exploited distributed opportunistic nhal access in networks with DF relays,

and we answered the question whether or not to let the reléyava better second-hop channel

if the current second-hop channel is not good. For such +#&kiting, we derived the optimal

strategies in the two hops. It was shown that the first-hogtesgly is a pure-threshold strategy,

while the second-hop strategy is to keep probing until a germoligh channel is observed. Our

simulations demonstrated that the optimal relay-waitiogesne should be adopted when the

second-hop channels have larger average SNR.
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