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Abstract—Generalized spatial modulation (GSM) usesN an-
tenna elements but fewer radio frequency (RF) chains R) at
the transmitter. Spatial modulation and spatial multiplexing are
special cases of GSM withR = 1 and R = N, respectively. In
GSM, apart from conveying information bits through R modu-
lation symbols, information bits are also conveyed throughthe
indices of the R active transmit antennas. In this paper, we derive
lower and upper bounds on the the capacity of aV, M, R)-GSM
MIMO system, where M is the number of receive antennas.
Further, we propose a computationally efficient GSM encodig
(i.e., bits-to-sjgnal mapping) mgthod apd a message pasgibased e GSMMIMO - (8.8.2), 4-OAM, ML
low-complexity detection algorithm suited for large-scaé GSM- —B—GSM—M|M0—(81825): BPSK, ML
MIMO systems. 165 1| —8— SMP-MIMO - (8.8,8), BPSK, ML

Keywords — GSV-MIMO capacity, GSV encoding, combinadics,
low-complexity detection, message passing.
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Spatial modulation (SM) is emerging as a promising multi-
antenna modulation scheme (see [1] and the referen€iss 1 BER performance of different MIMO configurations lwisame
therein). SM uses multiple antenna elements but only orie raaIOeCtraI efficiency of 8 bpcu.
frequency (RF) chain at the transmitter. The single-RF rchai

feature of SM brings in several advantages including reducge can see that the (8,8,2)-GSM MIMO system outperforms
RF hardware complexity, size and cost, no spatial intenf&e poth the (8,8,1)-system (i.e., SM system) and (8,8,8-gyste
and simple detection at the receiver, while offering theac#y (i.e., SMP system). This superior performance of GSM-MIMO
and diversity benefits of multi-antenna systems. In SM, onhotivates us to study its capacity limits. While most stsdie
one antenna element is activated in a given channel use apd SM/GSM in the literature so far have focused mainly
a QAM/PSK symbol is sent on the activated antenna; thg performance analysis and receiver algorithms, capacity
remaining antenna elements remain silent. The index of te SM/GSM systems remains to be studied. The need for
active antenna element also conveys information bits. $t hgapacity analysis of SM has also been highlighted[in [1].
been shown that SM can achieve better performance than[g], the authors have obtained the capacity of SM for
spatial multiplexing (SMP) under certain condition$ [1]. ~ MISO systems through simulation. However, an analytical
Generalized spatial modulation (GSM) is a generalization eharacterization of the capacity of SM/GSM has not been
SM, where the transmitter uses multipl¥ antenna elements explored. Our contribution in this paper addresses this ap
and more than one) RF chain[2].R among thelV available particular, we derive lower and upper bounds on the capacity
antenna elements are activated in a given channel use, ghtsSM. Another contribution is the proposal of low complex-
R QAM/PSK symbols are sent simultaneously on the actii§ encoding (i.e., bits-to-GSM signal mapping) and detect
antennas. The indices of th@ active antennas also conveymethods suited for GSM-MIMO systems with large number of
information bits. Both SM and SMP can be seen as specigitennas and RF chains. The proposed encoding makes use of
cases of GSM withk = 1 and R = N, respectively. It combinadic representations in combinatorial number syste

has been shown that for a given modulation alphabetsind and the detection makes use of layered message passing.
there exists an optimum® < N that maximizes the spectral

efficiency [3]. Further, for the same spectral efficiencyMcS The rest of the paper is organized as follows. Section
can perform better than both SM and SMP [4],[5]. This il introduces the GSM-MIMO system model. GSM-MIMO
illustrated in Fig[dL which shows the bit error rate (BER)-peicapacity bounds are derived in Sectionl 1ll. The proposed
formance of maximum likelihood (ML) decoding for differentcombinadics based GSM encoding scheme and the layered
configurations of MIMO systems each witN = M = 8 message passing based GSM detection scheme are presented
and same spectral efficiency of 8 bits per channel use (bpdn)Section V. Conclusions are presented in Sedfion V.
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Il. GSM-MIMO SYSTEM MODEL Modulation v
. . symbol bits 1 !
Consider alV, M, R)-GSM MIMO system with/V antennas Rllog, |Al] e
and R RF chains at the transmitteit (< R < N), and M M‘;dumlagf“ ] 2 e Y
antennas at the receiver. Figlile 2 shows the GSM transmitter Active Hfapper el
An R x N switch connects theR RF chains to theN _antenna Ll E Y
transmit antennas. In each channel uBegut of N transmit indices bits f N
antennas are chosen and activated. The remaining R Loz, ()] An;et?(;; aséflggggnj\
antennas remain silent. The selection of tReantennas to i

activate in a channel use is done based solelylog, (%)J

information bits (not based on CSIT). Therefore, the inglice

. N . . .
of the active antennas convélpg, () | information bits per  For example, in a system with = 8 andR = 4, to activate

channel use. On the active antenn&smodulation symbols antennas 1, 3, 6 and 8, the matdxis given by
(one on each active antenna) from a modulation alph&lzet _ -

Fig. 2. GSM transmitter.

transmitted. This conveyR|log, |A|] additional information 1000
bits. Therefore, the total number of bits conveyed in a ckann 0000
use in GSM is given by 0 100
0 00 O

N A = 0 00 O 3)
men= Rllog Al +| o, ()] bpou @ 000
Modulation symbol bits ~————~—" 0O 0 0 0
Antenna index bits 000 1

A GSM signal set Note that the indices of the non-zero rows in matex
Let G denote the GSM signal set, which is the set ajive the support of the GSM signal vectar Out of the

all possible GSM signal vectors that can be transmitte(l') possible antenna activation choices, oalfe: ()] are

Therefore, ifx is the N x 1 signal vector transmitted by needed for signaling. Le#d denote this set of all allowed

the GSM transmitter, thes € G. For example, forN' = 4, antenna activation pattern matrices, wher = 2182 (%))

R =2, aréd BPSK, i.e.A = {+1}, a GSM signal set can beangA ¢ A. Let L 2 | A|. Now, G is given by

as follows!:

G = {x:x = As, for someA € A,;s € A"} (4)

+} +1 —1 —} J{)l ng —01 —01 Note that any GSM signal vectot; € G, j = 1,---, |G,

e v I v I e B e 41| |=1]7 =1 |41]>  can be represented as; = A;s; with some A; € A,
0 0 0 0 0 0 0 0 i = 1,---,JA] ands, € A, k = 1,--- |A%, and

+17 [+171 [-171 [-1 0 0 0 0 |G| = |A||A|®. Conversely, given anA; € A ands; €

[8} , [ 8} 7 [8} 7 [8} , [ii} 7 [ﬂ} 7 [:}} , [ﬁ} } A", there exists a GSM signal vector; € G such that

x; = A;sy. SinceA; ands;, are chosen by two independent
information bit sequenced\,; ands are independent. That is,
Lets denote theR x 1 vector of modulation symbols that areP(X) = p(As) = p(A)p(s). Thus, the above system model of
to be transmitted in a channel use over fhehosen antennas, SM-MIMO decouples the choice of active antennas and the
ie. sc AR transmitted modulation symbols into two independent ramdo

Definition: Define a matrixA of size N x R as theantenna  vVariables, namelyA and s. This makes the GSM-MIMO

activation pattern matrix. The matrixA represents a particular SYStem analysis simpler. .
choice of R antennas from the availablé antennas, such that 1he M x 1 received signal vectoy = [y y2--- ym]" at
the N x 1 GSM signal vectox = As € G. The matrixA isa the receiver can be written as

+1 -1 -1 +1 0 0 0 0

sparse matrix cpnsisting only afs and0’s, with exactly one y = Hx+w = HAs+w, (5)
non-zero entry in every column and one non-zero entrin _ ) _
tows. If I, Iy.--- . I,.--- , I are the indices of the chosenWherex € G is the transmit vectofl € C*** is the channel
antennas, them is constructed as gain matrix whosd(, j)th entry H; ; ~ CN(0, 1) denotes the
. complex channel gain from thgh transmit antenna to thigh
A — { L ifj= r andi = I, @) receive antenna, and = [w; ws - - - wys]7 is the noise vector
“ 0 otherwise whose entries are modeled as complex Gaussian with zero

mean and variance?. Sincex is obtained based only Qfysm
information bits x andH are independent. Since= As, As
andH are independent. Alsd\ ands are independent. S&,

1A zero in a coordinate in a GSM signal vector means the tranasnténna andH are 'ndep?nd?m' So, the mutual information between
corresponding to that coordinate is silent. x andy in GSM is given byl (x;y|H) = I(A,s;y|H).

where A4;; denotes the element in thith row and;jth column
of A.



Il. GSM-MIMO CAPACITY BOUNDS

The capacity of a spatially multiplexed/ x N MIMO
channel with channel state information at the receivelr s [7

(6)

where® is the covariance matrix of the transmit signal vector
with elements from Gaussian codebook. For i.i.d. modutatio
symbols and total power?, the capacity expression becomes

Hence, the differential entropy(y) can be lower bounded as

h(y) E[—log, p(y)]
—log, / P (y)dy

_1og2/(%i.f\/’(0,<}i))2dy

C = Ex{ log, [det(Ly + %H@HH)] 3

ZE

C = EH{ log, [ det(Ly + HHH)]} @)

Here, we are interested in the capamty of GSM-MIMO, where
the symbols sent on the active antennas are from Gaussian

codebook. The capacity of GSM-MIMO can be written as
Cesu = Eu(l(xy))
= En(h(y) - h(ylx)) = Eu(h(y) — h(w))
= Eu(h(y) — log,|det(rea?In)]), 8)

where h(.) denotes the differential entropy. To comput
Caswm, we need to evaluatk(y), which requires the knowl-

7Y

L L det((®; R
— log,

L2w MZZ det(® det( ;)
/ (q)y J"(I’j )y
dy}
1\
S
=1

L L
1 1
—1g2{m§§m} o)

.
7™ det((®; ' + @

(1>

lh.

From [8) and[(Ib), a lower bound dfi;sy, can be obtained

edge of the distribution of. From [5), we can see that the®

distribution ofy is a Gaussian mixture given by

py) = Zp Y, A Zp ylAi)p

= ZN /J'za pza (9)

where
pi = p(Ay), A, e A 1=1,2,--- L, (10)

pi = E(ylA:)

= EHA;s+wlA;) = (11)
@ = E(yy"|Ai)= [(HAz‘S+W)(HAz‘S+W)H|Ai]
= HAE(ss)AFHY + 521y, (12)

If all the possible antenna activation patterns are equibyy,
thenp; =

independent of each othdi(ss’) = IIR, Now, (9) becomes
2
v~ ZN( Yo gA,AFHY + 021M). (13)

The differential entropy o is given by

L L
—% Z/N(o, ®,)log, (% 3N, <I>i))dy.
i=17Y =1

(14)

It is difficult to get a closed-form solution to the above
expression. Hence, we try to bound it above and below by

the following techniques.
Lower bound 1, L;: Since— log(.) is a convex function, by
Jensen’s inequality,

E[—logp(y)] > —logE[p(y)].

Casm > Ly = En(l; — log,y det(wechIM)). (16)

Lower bound 2, Ls: Since differential entropy is a concave
function, we can write

1 L
:h(ZZN(o,@-))

1 L
ZZh N(0,®
=1

From the above equatiodissys can be lower bounded as

L
) = %Zlog2 det (me®;) 2 I.

>

Casm > Lo 2 Eu(ly — logy det(mea?Iy)).  (17)
Based on the two lower bounds and L, a refined lower

bound on GSM-MIMO capacity is given by

. When the transmitted modulat|on symbols are

OGSM >L £ max(Ll, LQ). (18)

Upper bound 1, U;: By the property of entropy, we can
write
hy,A) = —Z/p(y,A) log, p(y, A)dy
VA

_Z/P(%A) log, p(y|A)dy
VA

_Zlogzp(A)/p(y,A)dy
VA

h(y|A)+ H(A).

Further, we also have

h(y) = h(y,A)—h(Aly) <h(y,A).



Using the above properties, an upper bound/¢y) can be
written as

h(y)

<

hy,A) = h(y|A) + H(A)

p(A)
/VZAP(Ya A) 10g2 p(y7 A)

L

1

I Z log, det (me®;) + log, L £ uy.
i=1

L
dy + > —pilog, p;
=1

Capacity in b/s/Hz

Now, an upper bound 065y, can be written as

Casm < Uy = En(ur — log, det(rea”Iyy)). (19)

Upper bound 2, Us: Here, we approximate the probability
distribution ofy to a Gaussian distribution. This leads to a
upper bound because the entropy of any random variable 1s
bounded above by the entropy of a Gaussian random varlaﬁ% 3.
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Capacity bounds for GSM-MIMO system wifii = 16, R =

= 16.
with the same mean and variance. The mean and covariance
of y are given by
1.35 T T —— T T T
N e e v a4
E(y) = O, b lsVr_*——ﬁ _____ V- 7
H _ Hy\ A H1ppH 4 2 g " .=
E(yy ) HEA [AlES (SS )Az ]H +to II\'{ .g 1.5} ST N=8 M=1 SNR=2dB |~ = ~ Lower bound, L |. |
1 L 02 .§ , == Upper bound, U
= H<Z Z A, (EIIR) Af)HH + 02Ty, g 12 e —¥— Simulation 1
. ’
115 i i i i i i
1 2 3 4 5 6 7 8
ber of RF chains, R
= D; )HH + 0'211\1 (20) Num '
RL (Z ’ 11
o z
where D, & A;AF. Let {I},Ii,--- ,I',--- I} be the & jo5/= - —pm= ——p
set of _active antenna i.ndices that corresponds to the_ ate £ = 7 7 N=8, M=1, SNR=320B [ = = — Lower bound. L
activation pattern matri\;. It can then be seen th#@d; is a g 104 /= = Upper bound, U|
diagonal matrix, such that § —V— Simulation
o _ 95 i i i i ‘ ‘
if 1=Fk= 2 KR 2 1 2 3 4 5 6 7 8
(Dz) ik = 1 If J k I € {Il’ 12’ ’IR} Number of RF chains, R
b 0 otherwise
Fig. 4. Comparison of simulated capacity and bounds for Q&MO

where(D;); « is the element in thgth row andkth column of = system withV =8, M =1, and varyingR.

D;. Assuming that al( ) activation patterns are allowed, i.e.,
Al = L = ( ), the number of times any particular antenna Numerical results: We evaluated the lower and upper bounds

will be active among the(%y) activation patterns igy ). ;)n theFGSl\él:lg/lll\ﬂO CatphaCIlty for dlf(fjerent systemdc%nflggrsa,\-ﬂ
_ (N-1 ions. Figurd B shows the lower and upper bounds for -
Therefore.D = (;;~;)Ix and [20) becomes MIMO systems withN = 16, R = 12, M = 16. We see
2 that the lower bound., and upper bound/; are tighter at
HY _ 9% H 21 A 2 2
E(yy") = WHH +o7 Ty = @ low SNRs. Whereas, the lower bouiig and upper bound’;
Now, an upper bound on the GSM-MIMO capacity is giveﬁ:e tighter at high SNRs. It can be noted from the figure jthat
by the lower and upper bounds are very close at low SNRs; so,
in this regime, the GSM-MIMO capacity is almost same as
Casmy < Uy 2 Eg(log, det(wecb’) log, det(meaI,,)) that of a spatially multiplexed MIMO system with the same
o2 = N and M. In Fig.[4, we compare the bounds on GSM-MIMO
= {log2 [det(In + N,z HH )]} (21)  capacity with the true GSM-MIMO capacity obtained through

simulation. We consider GSM-MIMO wittv' = 8, M = 1,

SNR = 2,32 dB, and varyingR. In the top figure of Fig[14,

we observe that, at SNR = 2 dB, the gap between the upper
and lower bounds i¢/ — L = 0.188 bps/Hz forR = 1 and

U — L < 1072 bps/Hz forR > 5. Also, in the bottom figure

of Fig.[4, at SNR = 32 dB, the gap I8 — L = 0.782 bps/Hz

for R=1andU — L < 10~2 bps/Hz forR > 6.

which is the same as the capacity of dd x N spatially
multiplexed MIMO system.

Based on the two upper bountis andU-, a refined upper
bound on GSM capacity can be obtained as

Casm < U £ min(Uy, Us). (22)



IV. LOW-COMPLEXITY GSM-MIMO b [ 9(b) COTJSin%?,iC X,fg)(b) Amiyed-amen”a
: 1, N2, N3 Inaices
ENCODING/DECODING 50 5 0.1.2) )
It is known that large-scale MIMO systems provide a variety (1)3 ; Egv ;g; 8 ;2), i;
of advantages [8]. However, for large values ®f M, R in N 3 (1:2:3) (2:3: 1)

GSM-MIMO, the encoding and decoding complexities become
prohibitively large. In this section, we propose low-comypty TABLE |

methods to encode and detect GSM signals that scale well for  gxcoping MAP FORGSMSYSTEMWITHN = 4, R = 3.

large N, M, R.

pattern at the receiver. The combinadic of this antennaigcti
N . pattern is(2, 3, 4,5), and the decimal equivalentig. The bit

In GSM-MIMO, |log, ()] bits are used to choose ansgquence for this decimal value of 14[@901110]. This gives

activation pattern matrixA from A, and R [log, A] bits  the corresponding bit sequence of the detected antennitacti
are used to generate from AF. While the mapping of pattern at the receiver.

R |log, A| bits to modulation symbols isiis straight-forward,

the mapping of log, (%)] bits to a choice of activation patterng, GM Detection: Layered message passing algorithm

is not. A table or a map of bit sequence to activation patterns _ o . .

has to be maintained both at the transmitter and receiver. Fo | '€ Maximum a posteriori probability (MAP) detection rule
large values ofN, M, R, the size of this map can becomd®’ GSM-MIMO is given by

prohibitively large. For example, iV = 64, R = 32, then % — argmax 23

|A| = (53) ~ 1.83x 10" ~ 2°°. Implementation of an encoding * :96@ plx[¥) (@3)
map of this size is impractical. To alleviate this problem,

we usecombinadic representations in combinatorial numbepote that_,|G| — 9mngsm, -Therefore’ _the exact computation_ of
system. (23) requires exponential complexity i, R. To address this

Definition: The combinadic of a number € [0, (%) — 1] is problem, here we lpropﬁse ahlp"r‘]’ complexity layered mess?ge
the R-tuple (N1, Na, - - - , M) such thatn — Zf;l (N) and Passing (LaMP) algorithm which gives an approxma}te solu-
Ny<Ny<-<M<N. tion to (23). In the proposed LaMP algorithm, we define four

! : . - sets of nodes and exchange messages between them in layers.

The values ofN; for a givenn can be obtained as][9]

There are two layers of message exchanges, one corresponds t
o Ll N; the detection of modulation symbols and the other corredpon
N; = Largest non-negative integer sut— Z < : > > 0. to the detection of the antenna activation pattern. In otder

A. GSM encoding using combinadics

%

J

J=i describe this algorithm, we define a new variable as follows.
The following encoding procedure maps the bits to antennaDefinition: A variable a; is called the antenna activity
activation pattern in GSM. Lef, £ [log, ()] indicator ifa; = 1 if the ith antenna is active, elsg = 0. That
1) Accumulater, bits to form the bit sequence = IS @i = Lith antenna is acipe Wherel is the indicator function.
(b1, ,b1,bo]. Obtaing(b) = 37" 2'b;. Therefore,z; = a;s,s € A. Note thathvzlai = R,
2) Find the combinadic of(b). which we call as the GSM system constrait Let a =
3) ConstructA matrix such that the indices of the non- [a1,az,--- ,ax]. Now, p(x | y) in 23) can be written as

zero rows ofA are given by the combinadic @f(b).

An example of the encoding map fof = 4, R = 3 based of px.aly) o plylx alp(x,a)

the above procedure is illustrated in Tafle I. The demapping = p(y[x)p(xa)p(a)
procedure is listed below. M N
1) Obtain the combinadic corresponding to the decoded - {Hp(yi|x)l_[1p(xi|ai)}p(a)' (24)
Jj= i=

antenna activation pattern matrix.
- . Lo . N; Thus, by defining a new layer of variabless corresponding
2) Computey(b) from this combinadic ag(b) = Z; ( i ) to antenna activity, we have effectively decoupled the depe
3) Demapy(b) to getb. dences present among the elements of the transmit vector

The above low complexity mapping/demapping procedur8&sed onl(24), we model the GSM-MIMO system as a graph

allow practical implementation of GSM encoding for larg&Vith four types of nodes, namely,

N, M, R. o M observation nodes corresponding to the elements of
Example: Let n; = 10,n,; = 4. Then,|A| = 27 = 128. Yy,

Mapping: Let b = [0010011] be the bit sequence that is to be « N variable nodes corresponding to the elements,of

transmitted. The decimal equivalent bfis d(b) = 19, and « N antenna activity nodes corresponding to the elements

the combinadic ofl9 is (N1, No, N3, Ny) = (0,1,4,6). The of a, and

corresponding indices of the activated antennagBre 5, 7). « a constraint node corresponding to the GSM constraint

Demapping: Let (3,4,5,6) be the detected antenna activity  G.



This is illustrated in Fig[]5. On this graph, we iterativelyUsing the above approximation, we derive the messages as

pass messages between the nodes and obtain the mardoiliws.

probabilities of the transmitted symbols.

Fig. 5. Graphical model and messages passed in the propaséé tdetector.
The different messages passed in this graph are
1) v;;: from observation nodg; to variable noder;,
2) p;;: from variable noder; to observation nodg;,
3) ¢;: from variable noder; to antenna activity node;,
and
4) wu;: from antenna activity node; to variable nodex;.

The messages are exchanged between two layers, namel

1) Layer 1: observation nodes and variable nodes (denoted

by unshaded nodes in Hig 5); this layer generates approx-
imate a posteriori probabilities of the individual elen®nt

of x, and
2)

individual elements o#.

In constructing the messages at the variable nodes, we gmplo
a Gaussian approximation of the interference as described
below. This significantly reduces the detection complexity

From [8), we can write
N
yj = Hyjwi + g0, 95 = Z Hjay + wj.

=1
1#£i

(25)

wherei =1,2,--- ,N andj =1,2,--- , M. We approximate
gji to be Gaussian. Then,

]E(gji)
> HjE(x)

I£i

D Hi Y api(a),

1#£i £€AU0

1>

Hji

(26)

and

Var(g;i)

o? + Z H?lVal’(a:l)
1#£i

Z HJZl Z 22p;ii ().

I#i  €AU0

(27)

Layer 2: antenna activity nodes and GSM constraint
node (denoted by shaded nodes in Elg 5); this layer
generates approximate a posteriori probabilities of the

Layer 1:
vji(x) 2 Pr(z; = x|y;)
1 —(y; — pji — Hj;w)?
szi o exp ( 20% ), (28)

The APP of the individual elements af is given by

Pr(z; = $|Y\j)

M

1 Przi = zlye)

k=1

k#j

ui () H vgi (),
k#j

wherey\ ; denotes the set of all elementsyfexcepty;, and

1 else

The inclusion ofu;(.) in the computation of this APP helps
us to relieve the elements af from the dependencies on the

pij(x)

Q

(29)

}pntenna activity pattern.

Layer 2: The APP estimate ofi; from the variable nodes

i(b)

4L

Pr(a; = b|x)

M
S 11 Prles = alye), it b=1
z€A k=1

M
[I Pr(x: = Oly),
k=1

%

if b=0

M
> I vki(z) ifb=1
reA k=1

M

H Vki (0)7

k=1
The APP estimate af; after processing GSM constrai@t is

(30)

if b=0,

ui(b) = Pr(a; =blx\;)
Pr(}_a=R—1la,), ifb=1
~ I#i
Pr(>° ai = Rlay;), if b=0
I#i
N pi(R—1) ifb=1
~ { b6i(R) it b=0, (1)
N
wherePr( Y~ a; = R —1|a;) denotes the probability that
1=1,1#i

the antenna activity pattern satisfies the GSM signal caimstr
G (i.e., Zf.vzl a; = R) given that theith antenna is active,
N

andPr( >  a; = R|ay;) denotes the probability that the
1=T,Ii
antenna activity pattern satisfiés given that theith antenna

is not active. Since this probability involves the summatid

N

N — 1 random variables, it is evaluated as= ) ¢;, where
=1
144

) is the convolution operation, arf(.) is a probability mass



function with probability masses & points 0,1,2,--- , N — 10

1) j ‘ ‘ - é - (8,8,;1), LaMP‘(prop.) ‘
. = ¥ = (8,8,4), CSRin [10
Message passing: The schedule of the messages passed BRSK ':'58,8,4;, e
i i : 10 —8— (16,16,4), LaMP (prop.) i
the LaMP algorithm is as follows: ; (1616.4) COR in [10]
X ~ = —6— (16,16,4), ML

andg;(b) = %, Va,b,1,].

1) Intiliaze p;;(z) = |AUO|

2) Computev;;(z), Y, 1, j.

3) Computeu;(b), Vb, i.

4) Computep;;(x), Vz,1, j.

5) Computeg;(b), Vb, i.

6) Perform damping of messagges (x) and g;(b) with a
damping factorA. 107k

ST (8,8/4)-GSM MIMO

Bit error rate

(16,16,4)-GSM MIMO

This completes one iteration of the LaMP algorithm. Thes
steps are repeated until a fixed number of iterations ¢ 10k : ‘ ‘ ‘ VY
2 4 6 8 10 12 14 16 18
reached. . . o Average SNR in dB
Complexity of LaMP: The computational complexities of
evaluating the message,s( ) p”( ) andql( ) are of order Fig. 6. BER performance comparison between proposed LaMéiiten,

O(MN|Al) per iteration of the LaMP algorithm. Because OEsR detection in[10], and ML detection f¢8, 8, 4)- and (16, 16, 4)-GSM
the N — 1 convolutions required for each of th¥ antenna MIMO.

activity indicators, a naive method of computing(b) will

result in a computational complexity of ordé{ N3+ N?2). To 10°
reduce this complexity, we propose the following techngjue
1. Deconvolution: In this technique, at every iteration, we 107 BELE - - ]
N hich e A arahaRiling mace e, 1 TR TN St
first computepy = & ¢;, which gives a probability mass func- [ , P S s
. . i=1 GSM-MIMO; 4-~QAM R i
tion with N +1 points(0, 1,--- , N). To evaluate each,, we 10 8 Ve

deconvolveg; from ¢q, which gives the required probability

mass function withV points. This method has a computationz

complexity of orderO(N? + N). A disadvantage of this O (8232.16), CSRin [10]
) ) L. s . —&— (64,64,32), LaMP (prop)

method is that, in a limited precision system, the decoriaiu .=~ (64,64,32), MMSE

operation is not numerically stable. Because of this reasc 107} B (64,64,32), CSRin [10]
—— (64,64,16), LaMP (prop)|

—6— (32,32,16), LaMP (prop)|
L[| =0 (32,32,16), MMSE

Bit error rate

deconvolution may some times result in negative values == (64.64.16) MMSE
probabilities. To avoid this limitation in fixed precisioyss L[V (6464.16). CSR in [10] 3
. - 1 L L 1 L i
tems, we can employ one of the following techniques. 0 6 8 10 12 14 16

. . . . A SNR in dB
2. Using FFT: Since Fourier transform converts convolutior verage SR

to multiplication in the transformed domain, FFT can be

exploited for reducing the complexity in computing(b). Ec')gn 7and85$,lgérz)égiggﬁ ?gfrgzpag';ol%)be%ie&"ggp gfée(ﬁﬁ&dfg)ec

First, we obtain@;, an N-point FFT of ¢;,Vi. Then, we Gsm MIMO.

computep; = II¥ | Q;. Now, to evaluate each; we compute

IFFT(4E), which gives the required probability mass functioflistribution ¢;. For large N, the distribution of this sum is
with N points. This method has a computational complexi§PProximately Gaussian with meawr; and variance;, where

of order O(N? + N). It is noted that the Fourier transform N N

preserves only the total power in a signal (a consequence m; :IE< Z ai) = Z q (1),

of Parseval’'s theorem) and not the sum of amplitudes, i.e., I=1,1#i I=1,1%i

>owe Qi(k) # > ypai(k) = 1. Thus, in order to satisfy the

condition of total probability beindg, every ¢; computation al al
P Y ’ Yo P ¢ _Var< Z az‘) = a(0)q(1).
1=1,l#

7

requires a normalization. This marginally increases tha-co
putations required compared to the previous technique.

3. Gaussian approximation: To computeu;(b), we require Let g; & N(m;,¢;). Then,u;(1) « g;(R — 1) and u;(0) o
N —1 probability mass functions, i.ez;s. We note thay; isa ¢;(R). The computational complexity of this technique is
Bernoulli distribution with probability masses far = 0 and of order O(N). From simulations, we observed that the
a; =1, i.e.,Pr(a; = 0]x) = ¢;(0) andPr(a; = 1|x) = ¢;(1). LaMP algorithm requires a few more number of iterations to
The evaluation ofp; requires the computation of the distri-converge when this technique is employed. This is because
the probability masses obtain from the Gaussian distobuti
is only an approximation, while the other two technique®giv
activity indicatora; is dlstnbuted accordlng to the Bernoullithe exact probability.

1=1,l4

bution of the random varlable Z ai, where the antenna.



Smulation results: For comparison purposes, we simulate
the detection performance of convex superset relaxati&R)C
based detection in_[10] for GSM-MIMO. We have adapte
the CSR algorithm presented for GSSK In][10] to GSM b
modifying one of the CSR’s constraints, nam@%il T, =R
to ||x||> < R, wherey is the signal power of the modulation
alphabet.

Figure[6 presents a performance comparison between
proposed LaMP detection, ML detection, and CSR bas
detection for differen{ N, M, R)- GSM MIMO systems with
BPSK. It can be seen that the LaMP performance is aw
from ML performance by about 3 dB and 1.6 dB 1&; 8,4)-
and (16, 16,4)-GSM MIMO systems, respectively, at)—>
BER. Thus, the performance of LaMP improves as the syste
dimensions increase. Also, LaMP detection performs betl
than the CSR detection in [10] — e.g., by about 1.8 dBoat®

'
a

—8— N=16, R=8, 4-QAM
—6— N=32, R=16, 4-QAM| |

IS
o
T

= N N w w
3 o a1 o 4]
T T T T T

Average SNR required to achieve a BER of 10°°
[
o

o1
o

i i i
30 40 50
Number of receive antennas, M

60 70

BER in (16,16,4)-GSM MIMO system. Figur&l7 presents &rig. 8. Average SNR required by the LaMP detection algoritonachieve
performance comparison between the LaMP detection, MMSEBER of 102 as the number of receive antenns is varied for N =

detection (performed E{HHH—i- SJ%[RI]ilHHY)! CSR detec- 32, R =16, and N = 16, R = 8 GSM MIMO systems with 4-QAM.

tion in [1Q] for the following large-scale GSM-MIMO system
configurations(i) (32, 32, 16)-GSM, 4-QAM, | A| = 2%, 61 bpcu,

4
(id) (64,64,16)-GSM, 4-QAM, |A| = 28, 80 bpcu, and i) Y
(64,64, 32)-GSM, 4-QAM, |A| = 2%°, 124 bpcu It can be seen
that the proposed LaMP algorithm performs better and i

performance improves as the dimensionality of the GSM signa
increases. [6]
In Fig.[8, we plot the average SNR required by the LaMP
detection algorithm to achieve a target BER10f 2 as the 7]
number of receive antenna¥ is varied. We consider two
GSM MIMO systems hereg N = 32, R = 16, 4-QAM, 61
bpcu, and §) N = 16, R = 8, 4-QAM, 29 bpcu. From Fig. [g]
8, it can be seen that a® increases the SNR required to

T. Lakshmi Narasimhan, P. Raviteja, and A. Chockalingditrarge-
scale multiuser SM-MIMO versus massive MIM@Rtoc. ITA'2014, San
Diego, Feb. 2014.

T. Lakshmi Narasimhan, P. Raviteja, and A. Chockalingé@eneralized
spatial modulation in large-scale multiuser MIMO systéniEEE Trans.
Wreless Commun., vol. 14, no. 7, pp. 3764-3779, Jul. 2015.

Y. Hou , P. Wang, W. Xiang, X. Zhao, and C. Hou, “Ergodic aajty
analysis of spatially modulated system&hina Commun., vol. 10, no.
7, pp. 118-125, Jul. 2013.

D. Tse and P. Viswanathf-undamentals of Wreless Communication,
Cambridge Univ. Press, 2005.

[8] A. Chockalingam and B. Sundar Rajdrarge MIMO Systems, Cambridge

Univ. Press, Feb. 2014.
D. E. Knuth, The Art of Computer Programming, Volume 4A: Combina-
torial Algorithms, Pearson Education, 2011.

achieve the target BER reduces. It can also be observed 3k R- Y. Chang, W-H. Chung, and S-J. Lin, “Detection of spaaift keying

the LaMP detection algorithm performs well even when the
system is underdetermined, i.8{ < N. This is because the
LaMP detection algorithm exploits the sparse structurenef t
GSM transmit signals to efficiently perform detection.

V. CONCLUSIONS

We studied GSM MIMO capacity and low complexity meth-
ods for GSM encoding and detection. We made the following
key contributions in this paper: 1) we derived lower and uppe
bounds on the GSM MIMO capacity, 2) we proposed an
efficient GSM encoding method using combinadics for large

number of transmit antennas and RF chains, and 3) we also

signaling in large MIMO systemdJfoc. IWCMC' 2012, pp. 1185-1190,
Aug. 2012.

proposed a message passing based low-complexity detection

algorithm suited for large-scale GSM MIMO systems.
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