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Abstract—Modern day wireless networks have tremendously
evolved driven by a sharp increase in user demands, continusly
requesting more data and services. This puts significant stin on
infrastructure based macro cellular networks due to the indficiency

«—lin handling these traffic demands, cost effectively. A viald solution
(is the use of unmanned aerial vehicles (UAVS) as intermediataerial
(\Jnodes between the macro and small cell tiers for improving oeerage
Land boosting capacity. This letter investigates the probia of user
demand based UAV assignment over geographical areas subfem
thgh traffic demands. A neural based cost function approach g
<Eformu|ated in which UAVs are matched to a particular geographical
marea. It is shown that leveraging multiple UAVs not only provides
long range connectivity but also better load balancing and raffic
I_(t)ffload. Simulation study demonstrate that the proposed apmach
—=yields significant improvements in terms of 5th percentile pectral
Zefficiency up to 38% and reduced delays up to 37.5% compared to
=a ground-based network baseline without UAVs.
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from other aerial nodes|[5]. Thus, an efficient approachdsiired
that not only provides efficient topology for UAVs based ormus
demands, but also improved connectivity and enhanced ageer
Using multiple UAVs as relays between the existing macrdscel
and small cell networks is the primary focus of this letterwhich
the goal is to increase capacity, and lower transmissioaydel

In this letter, a cost function based multiple UAVs deployre
model is presented. The proposed model uses user demaehpatt
to assign a cost and density function to each area and UA\&seTh
cost and density functions are then used to match each UAV to a
particular demand zone via a reverse neural model basedesn us
demand patterns [6].
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O) | In order to tame the increasing data demands, small cell ~, ) \
deployments are of key importance. To date, primary focus of [N Q/ \
. . . i J .',-
c“s;mall cell networks is .to enhance thg overall capacity bgding \&3{ € = }
Ousers closer to serving base statiohs [1]. Small cells can be ~, \ f
i Y y

deployed as standalone self organizing networks, or opgrat
<J"conjunction with the existing macro cellular network. Dwethe
Oever-increasing data traffic demands, an ultra-dense yieglot of
Osmall cells is not a cost-effective strategy due to CAPEXE®P
_F!issues. At the same time, recent developments in unmanmed a

%lg. 1.

UAVs ACTING
AS RELAYS

lllustration of an UAV-overlaid network deploymemntith UAVs acting

—vehicles (UAVs), driven by Google and Facebook bring fovaras relays between MBS and UEs.

the idea of using UAVs for coverage extension and capacity

«enhancements. UAVS can be used as aerial access pointg astin

(Opivot between macro and small cell tiers. UAVs can autonomously

provide a reliable multi-connectivity in areas prone tothigmand
or link failures. UAVs can be used as aerial access pointglays
between disconnected networks and enhanced connecf}it [
smart combination of all these networks can provide a vagje@f
applications in civilian networks [3]. One of the major issifaced
by these networks is on-demand/on-the-fly capacity promisg.
Capacity refers to data rate transmission towards grouedsus
whereas delays refer to latency of data transmission [4indJs
drone small cells as aerial support to existing cellulamoek can

handle these high traffic situations more cost-efficienilfhile

deploying a single UAV is relatively easy using a maximu

coverage point over the demand area, deploying more UAY

operating in coordination is more challenging due to irgezfice
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Il. SYSTEM MODEL

The proposed model aims at provisioning continuous data be-
tween macro and small cell user equipments (UEs). UAVs é&urth
enhance load balancing by forming multiple intermediatedi
between the macro cell and the small cell UEs. The proposed
model focuses on UAV-to-UE links rather the MBS-to-UAV back
haul capacity links. A traditional small and macro cell nethk
is shown in Fig[dL. This network provides a direct link betwee
the UEs and the macro cell base station (MBS). However, with
a continuous increase in number of users within the covesfge
a particular small cell, it becomes almost impossible taans
cgnnectivity without any loss of data. This is a problemé&ue
or future generation 5G networks, whereby demand is set to
be greater than the available capacity. This is the focushisf t
work harnessing the formation of UAVs for a reliable and load

Yalanced network. The proposed approach leverages a csesdl ba

framework which uses neural demand patterns to identifasare
with high demands. A predictive chart is formed at the MBS
acting as a launch point for UAVs. This chart helps in finding
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appropriate positions and topology for UAVs. Network sligbi with = number of users. Users service requgstcome with an

is attained by minimizing a cost function associated witlthboarrival rate ofv, and a mean packet size oful/The load/delay,
demand areas and deployed UAVs. A delay threshold is defmedienoted byL (in seconds) for a user at locatian is computed
analyze the network performance, defined as the netwokksigtt as [7]:

minimum delay in providing capacity coverage in high demand L(y) = i . 1)
areas, minimum errors in mapping UAVs to particular demand W log(1 + SINR(y)) x n

area, and high reliability in terms of data rate deliveryeThodel The channel modeling includes radio range and pathlosseMor
consists of deploying: UAVs each one capable of handlirffj, over, round robin approach is applied for scheduling. Fertthe
service requests in a zone governed by an MBSS,Ifrequests system model is defined with respect to UAVs rather than the
are made by active users in a small cell zone that the MBSNES, assumed to operate on orthogonal band. The areallpad
unable to handle, then the minimum number of UAVs requirgd given by [7]:

to handle this traffic |S§—n Moreover, the optimal placement of L, :/ L(y)dy. )
multiple-UAVs in the required zone is a major issue. For this yEA

the concept ofone guider lines is considered whereone guider  gre 177 is the system bandwidth, and assuming that UAVs operate
lines divide a particular area into a set of small regular aregs, the same frequency spectrum, the signal-to-interfer@is-

acting independently. For a low-complexity solution, thember 5ise ratio(SINR) from theit® UAV to a given UE at location
of UAV is kept equal to the number of guider lines. The trauitl y, considering UAV-to-UAV interference, is:

hexagonal cell is divided into standard guider lines, thba,area

with high user requests are marked. Next, the existing guiitkes I;g{;
form the maximum and minimum limit for introducing new guide SINR(y) = ST PE LNy ®)
lines which will embark the area to be governed by a UAV. This =Lii R, 0
procedure is presented in Hig 2. where P is the UAV transmission powerK is a factor that
accounts for the geometrical parameters such as transraitte
Referral Guider Lines receiver antenna height®;, is the distance between ti¢ UAV

and the UE at locatiom, « is the path loss exponent, aid, is
f the noise power spectral density. The spectral efficievgyfor a
each sub-cell user at locationy following round robin scheduling is given by:

' reguests from

S N =W log, (1 + SINR(y)) @)
X
Trii‘:'fﬂr;ilrglg;:m Traffic in E_E":h cellis . The cost function is a function of capacity, delay, avaligbiof
Each UAV is capable of line of sight (LOS), and coverage. Further, [Bt; denote the
handling %" number of density function that quantifies the population of actiee/ractive
/ regquests. users based on users’ request pattefhsaccounts for the number
of active users, packet loss (call drop<g),, service requests,.,
and the total amount of users a cell can handld’is For the
considered network, two variants of the density functiome éor
a given areaD*f“, and the other for UAVstff are computed as
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Fig. 2. Area distribution in the macro cell with an illusioat of referral guider

. A_
lines. Dy = min S , (5)
A. Assumptions and (E)Sn o (L)
In order to validate the effectiveness of the proposed aayro D? = min ( = S ) ) (6)
some generic assumptions are as follows: "
« UAVs operate on same frequency spectrum. respectively.D}4 accounts for user distribution over the area, in
« Each UAV is of the same make, whose configuration do&gich a higher value requires more UAVS, and a minimum value
not affect its positioning. shows the efficient connectivity with no further requirernen
intermediate reIaystU accounts for pending user requests in
I1l. PROPOSEDAPPROACH area A with respect to the number of UAVs deployed. A higher

UAVs are used as high altitude base stations to cover certyf{Ué denotes the requirement of more UAVS, and a minimum

geographical areas. The proposed approach uses a cost b gaqtes efficient service handling using current deploynidere,

1 i .
neural model to find the appropriate user demand zones Whﬁedenotes the ratio of active users to the total users a cell can

UAVs is placed. The cost function includes the cost of openat handle. For 1000/_0 accuracy n mapp|.n§, = L. (9-(@) account
which has to be minimum, and the cost of handling UAvs. ThuP" the cost function provided constraifi (7) holds.

the proposed approach focuses on finding the appropriate cos S

function for demand areas and UAVs, allocating them to MBS,
and defining a neural model to minimize the cost functionhia t
proposed model, UAVs operate at an altitdever an area4,

x
T,

|~
g

(Ti-Cy) < ™

n

T i=1



For an efficient operation, the deviation inl (7), the numbgr o <—Direction of Flow

users with unhandled service requests, should be kept mmim

Furthermore, the per area and UAV cost funct'@ﬁ and C}J is

given as: ch
C# =min (D¢ Lo (mS: +n2T})), (8) f

and ch @

CJ[/ = min (DfU Ry, (mSr + nx)),LOS = true,  (9)

respectively. Herey; andns are network balancing constants such f
that (n1,7m2) € (0,1). In general,n; is driven by the network Demand Area
bandwidth and link speed, whereasis driven by the number of

active connections. For ideal statg,andn, equals 1. In general,

0.5 < n < 1andn < <1 which denotes that the network Layer 3 Layer 2 Layer 1

transfer rate must be higher than half of the initial confeglrate.

Both cost functionsCJf‘ and CJ[/ are governed by the constraintsrig. 3. Reverse neural model modeling the user demand patiet refers to area
of Df;‘ and DfU_ The complete availability of LOS is one of thecost function,CY refers to UAV cost functionC'? is the overall cost function.
key driving factor for continuous connectivity. The ovérabst

function Cjo is computed at the MBS to maintain the overall

UAVs ()

network connectivity such that patterns are then topologically rearranged to form a stadbeork
N N with minimized cost function. Layer 3 defines the cost funtior
1 & L (C underlying demand areas, layer 2 is for aerial nodes, anglubut
o _ _ = U _f ying , lay ’
Cy =min Zl (Cf )z‘ + Zl (UT> ‘ (10) layer 1 is mapped to the MBS. At first, a mesh like interface is
1= Jj= j

initialized for the neural model (Figl 3), then, the wholedebis
Here, Ur is the number of UAVs allocated to a particular areaearranged to allocate links that will lower the cost fuans of all
Ar is the number of total demand areas. With more UAVS, motke zones. This procedure is governed by series of stepa give
resources are available in terms of transmission poweldigg Algorithm[dl. Initially, the demand are4 is subdivided into small
high throughput and reduced delay. Further, the delay &t each

node is computed as: Algorithm 1 UAV to Area Mapping

1: Input: U «— UAVs, A +— Demand areas
Ld = Ltransmission + Lpropagation + Lqueue + Lprocessing- (11) 2: Initialize Network

. .. . 3: Divide A into subdivisionsD s
Here’ Ltransmission is the transmission delay defined as thQ: while (U are not mapped to subardd,,; && (Cfo:minimum)) do

load/delay of a particular user and is equalltd), Lyropagation 5 StoreD in areal] following descending order fars
is the ratio of the distance between nodes to the propagspieed, & =

. ., . K 7 while (i < count(areal])) do
Lqueue is the waiting time of the paCket’ anﬂprocessing is the 8: allocate U toD s, such that mirtC}’) is mapped to mat(‘;‘)
network operational time. o: ComputeC, C¥, ¢9
10: if (U is mapped tarea[i]) && (C}“(i):minimum)) then
1 continue
12 else
The goal is to optimize the density functions and minimize ttﬁsf ::g“a“ze v, cf
cost functions defined ifi {5\ J(61.1(8L] (9), ad](10). By cohing 15 end if
D;‘ and Df]{, the user distribution with pending requests arts: i=it1
controlled, which in turn, minimize<'#, C¥, and C{. This gf endecv‘:“}’gh"e
minimization provides guaranteed service to UEs. Thus,aihe —
of the neural model is to accurately map UAVs to demand areas s L
as to minimize these cost functions. Demand patterns amtoseseg?e.gtng ’ an%thi C?Et] functltofn IS tpomputedkfzr_eﬁé)f the
minimize the demand and cost functions by efficiently dejigy sud vide h"?“ﬁi-h allj:AVO 'the cost function 'St ;an ? n 9 q
aerial nodes as intermediate nodes between high demarsiaaréa or tﬁr’ n w Ic'th € LAV with a rtn;nlth!m C?_T]. ur?cl lon 'Sg“f‘pp‘?
the MBS. These demand patterns are driven by a reverse mt%ﬁi- € area with maximum cost function. This neips in balagcl

hierarchical neural model which is a combination of inpudden, fu(nacct)i\i)er:glyrc;ardeg:);:]euT:éWg:lkd ﬁis/rs'r;:fln?goczgogl :ﬁ: ﬁg;: hi
and output layer. Although neural models are slow and coxiple P ’ PP 9

operation, the reverse neural model accounts for accurappimg ?ﬁmand .area paset(tzl Qn ;cjhev\?_?hst fun(?f(!o-n. -t”:jls ?rocedutrenue?u
of UAVs to demand areas with lesser iterations. This provide ill @ minimum is attained. With an efficient deployment, thes

low-complexity approach for UAV-to-Area mapping. The auttp function is minimized by sub-dividing the density functibased
for the proposed model is computed in forward direction,fr@m on the_arefl so that active users b_ecomes equal to the tatibreg
Layer 3 to Layer 1, but nodes are deployed in reverse dinec#o users i.e.;- =1 such that equatiorLl5) reduces to
from Layer 1 to Layer 3, as shown in FIg. 3. Input involves datha 1

areas that require services of UAVs. MBS is the driving factb awg = oS

this reverse neural model, and it act as an output layer. UA\A/ﬁ]ere e=2.71828 approx. For verification at any stage, theage
are the intermediates, and are not having permanent cc'mnectdensity function of each area must be less than equﬁl}"cg
,avg’*

with the demand areas, thus, acts as a hidden layer. Thesal neu

IV. NEURAL DEMAND PATTERNS AND NETWORK CAPACITY

D} (12)



TABLE | . o .
PARAMETER CONFIGURATIONS to adjust their altitude to guarantee LOS towards the UEhHig
altitude provides less interference and appropriate LQ$ also
o o v bescrin induces more delays. Thus, an optimum altitude with avditab
aromeer = eecTpon of LOS is required for better coverage. For analysis, thitudk
A 10000x10000 sq. m.  Simulation Area was varied between 200 _ft. _and 500 ft. with a multl-an'Fenna
MBS 10 Number of Macro Cell Base Station relay support for communication and backhaul link capacity
T 1200 (per MBS) Max Users in a Cell 1.2 Gbps. Delay threshold is fixed at 200 ms, which defines
n 6 (per MBS) Number of UAVs .. . .
s, 200 Service Requests handled by each uay L€ upper limit above which the packet drop increases alyru.pt
No -170 dBm/Hz Noise Power Spectral Density Results show that the proposed approach leveraging UAMdsyie
m 1024 B Packet Size 37.7% lesser delays in comparison with a network comprising
h 200-500 Feet UAV altitude f Il Il d . Th f del f .
¥ 256 kbps Offered Traffic of small cell and macro cell. The performance delay for wasio
o 4 Path loss Exponent UAV altitudes is given in Fig[4. Throughput coverage defined
g étld%B Lr/ilvnSTmissior? C_Onstpam as the percentage of users whose SINR is above the threshold
m ransmission Power . A H H
s, 30-50 per zone Service Requests _(0.03 bpS/t;'Z) is sﬂ%v':/ﬁ in F|g£]_| 5:[hTherE|n,tthe usgﬁsotfs (;JAVS
114 10 MHz System Bandwdith increases the overal percentile throughput covers 0,
z 400 Active Users as shown in Fig[]5 and Fid] 6. Moreover the optimal placement
of UAVs according to user demand leveraging the reverseaheur
300 i g% deployment model enhances the 5th percentile spectraiegifiz.
~ 25"1;_,_4,_,,?f_%—ffj;_f;na@ g o0 The accurate mapping optimally places UAVs according toatein
ij:: Eﬂf_aa:;/’ﬁ ézz patterns, thus, improving the 5th percentile spectraliefiiy by
gmomﬁmmw %BO \ o 38% approx., as _shown in Figl 7 and FIg. 8. Flna_lly, Hig. 9
o soor, | —O— WihuUAY £ tot Tnelnoy | T WmUAY plots the probability of guaranteed SINR for a particulaerus
i e T ek 3 3 s s in a given macro cell. Clearly, it can be noticed that the uke o
Bxra Users n Single Macro Cel Paih loss Exponent () UAVs provides much guaranteed SINR above the thresholdetkfin

by n; in (@). Here, the SINR threshold is kept at 0.55 defining
the value below which the network is unable to provide effitie
connectivity to users. Results show that the proposed eseadd
based network model is capable of providing better capauity
prolonged connectivity than the existing cellular network

Fig. 4. Networks Delaysvs. ExtraUsers  Fig. 5. Throughput Coverage vs. Path loss Exponent
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Users are deployed based on these cost functions. Analysis proved
- . that the proposed model is capable of providing better agpac
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