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A Low Complexity Encoding Algorithm for
Systematic Polar Codes

Guo Tai Chen, Zhaoyang Zhang, Caijun Zhong, and Liang Zhang

Abstract—Arikan has shown that systematic polar codes (SPC)
outperform nonsystematic polar codes (NSPC). However, the
performance gain comes at the price of elevated encoding cem
plexity, i.e., compared to NSPC, the available encoding miebds
for SPC require higher memory and computation. In this letter,
we propose an efficient encoding algorithm requiring onlyN bits
of memory and having % log, N XOR operations. Moreover, the
auxiliary variables in the algorithm can share the memory to
reduce extra memory requirement. Furthermore, a parallel 2bit
encoding algorithm is also presented to improve the encodn
throughput. Remarkably, we show that parallel encoding can
be implemented with the same number of XOR operations and
memory bits. Finally, the proposed encoding algorithm can kb
directly used for NSPC with the same complexity.

TABLE |
SUMMARY OF SYSTEMATIC POLAR ENCODERS

Algorithm Recursion | # bits(excl. 1/0) # XORs
EncoderA[[9 No N(1+ log, N) X log, N
EncoderB|[9 Yes 2N —1 N(1+ log, N)
EncoderCI[9] Yes N N(1+ 2log, N)

NSPC [9 Yes/No 2N Nlog, N
Proposed SPC No N 5 logy N

polarization structure. Arikan showed that systematicapol
codes outperform nonsystematic polar codes (NSPC) in terms
of bit error ratio (BER) and the performance have also been
investigated in[]B].

Index Terms—Polar codes, systematic polar codes, encoding Recently, SPC as component codes of concatenated codes

algorithm, parallel encoding.

I. INTRODUCTION

have been investigated in|[7] arid [8]. Compared to the NSPC
with the same polarization structure, SPC is inherentlyenor
complex. Hence, to facilitate the application of SPC, the
key challenge is to find an efficient encoding method. In

Polar codes, originally proposed by Arikan inl [1], haves) Arkan presented a recursive method for SPC encoding

gained enormous interests due to a number of distinctive fegi, ,

tures. For instance, polar codes have explicit coding sirac

X log, N (e > 1) XOR operations, where Arikan
also suggested using successive cancellation (SC) decoder

and can achieve the capacity of symmetric binary memoryless an encoder for SPC. Following this suggestion, an SPC

channels (S-BMC). Moreover, polar codes with finite Ijefgtgncoder which facilitates easy parallelization was pregdos
yield competitive performance when compared to LDPC [Z} 110], [11], with the limitation of executing SC algorithm

and Turbo codes [3] in addition to having low encoding angice ‘and constrained frozen bits. Another SPC encoding

decoding complexity.

algorithm in the recursive implementation with eliminatio

The standard polar codes are in nonsystematic form whefghod was presented in12]. Most recently, the authoi8]of [

both frozen bits and information bits (also referred to

oposed three encoding algorithms for SPC with memories

user bits) are placed on the polarized bit-channels of t £ N (1+log, N), 2N — 1 and N bits and XOR operations of
polarization structure and the user bits do not appear in thlelogQN N(1+log, N) and N(1 + 2log, N), respectively.
polar codeword. However, information bits as part of thggyever, the major drawback of the above discussed encoding
codeword are required in some scenarios, such as the. fameisShods is the high requirements on memory or computation,
Turbo codes/[4] whose component codes are systematic codf-n may not be suitable for devices with small size and

that can exchange information between modules in turhgited power. Motivated by this, in this letter, we propose
decoding. To construct systematic polar codes (SPC), Arikg new efficient encoding algorithm for SPC requiring only

proposed the idea of shifting the user bits from polarizeg pits of memor

y (excluding the input/output) adgllog, N

bit-channels to unpolarized bit-channels [5], which makegoRr gperations. To the best of the authors’ knowledge, the
the frozen and user bits lie on two different extremes ‘Hroposed algorithm requires the minimum memory as well as

G. T. Chen (email: chenguot@163.com) is with Fuging Brantrigian
Normal University, China, and he is also a domestic visitorZhejiang
University from 2015 to 2016. Z. Zhang (Corresponding Authemail:
ning_ming@zju.edu.cn), C. Zhong (email: caijunzhong@zju.eduand L.
Zhang are with the College of Information Science and Edeitr Engineer-
ing, Zhejiang University, China.

This work was supported in part by the National Key Basic Bege
Program of China under Grant 2012CB316104, the NationalifdhGcience
Foundation of China under Grants 61371094 and 6140109%uhe/ei HIRP
Flagship Projects under Grants YB2015040053 and YB201®12Whejiang
Provincial Natural Science Foundation of China under Gtant5F010001,
the Fundamental Research Funds for the Central Universitieler Grant
2016QNA5004, the Research Funds of the Education Depattofefujian
Province under Grants JA12350 and JA14339.

XOR operations compared to the known encoding methods,
as illustrated in Tablé€l I. In addition, to further improveeth
encoding throughput, a parallel 2-bit encoding algorithsn i
also discussed, which shows that the parallel encoding can
be accomplished without incurring additional cost in terfis
XOR operation and memory bit.

II. NONSYSTEMATIC AND SYSTEMATIC POLAR CODES
For polar codes with codeword lengti(= 2", n > 1) and

kernel matrix ' = (1 0

1 1), the polarization transformation
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matrix G can be written a<7 = F®" where® denotes the from one node to the next and to the other side of the
Kronecker power operation. Let = (ug,u1,--- ,unx—1) and polarization structure, as shown in [Fig.1. Due to the faat th
X = (zg, 1, - ,xn—1) be the bit vectors on the left and righteach node is allocated with one bit memory EmcoderA,
side of the encoder shown in Hig.1, respectively, then we hathe total memory requirement &ncoderA is N (1 +log, N)
bits. The key feature of the proposed encoding algorithm is
X=UuG. @) to reduce the memory requirement fraNy1 + log, V) bits
For NSPCu is the only input of the encoder, i.eLjncludes t0 IV bits while maintaining the same computation load, i.e.,
both the frozen and user bits, and the encoding is performgdogs N XOR operations.
from left to right according to the coding structure shown in
Fig[d, whereA denotes the index set of the user bits.
However, for SPC, botlu andx are inputs of the encoder. ) ) )
To construct systematic polar codes, Arikan proposed teepla. To exploit the.recurswe nature of pqlar codes, the polariza
the user bits on the right side of the encoder and keep the sdff structure with V.= 2™ is divided inton layers labeled
indices for the bits as illustrated in Fi§.1 witN = 23 and DY 0,1,---,(n—1) from right to left as shown in Figl1. And
A = {1,3,5,6,7}, where the left extreme node with hollowfor layerA (A =0,1,---,n —1), the N nodes (includes the
arrow denotes the frozen bit while the right extreme noda wiforresponding operations) are separated Mo V)~ blocks
solid arrow denotes the user bit. from top to bottom and each block contai2st! elements.
The index set for the frozen bits is the complementary s8f an illustration, the dashed box in the right-bottom corne
of A, i.e., A°={0,1,---,N — 1} — A. Now, denoteu 4 and of Fig[d represents one of the first-layer blocks.

A. Encoding algorithm

u. as the bit vector with elements;, i € A andi € A°, To analyze the memory requirement of the encoding algo-
respectively, and the similar denotation is alsoxXarandx 4, rithm, let us first consider the blocks in the same layer. Tdye k

then, Equation[{1) can be rewritten as observation is that the blocks in same layer are independent

and there is no information exchange between the blocks in

(X4 Xac) = (U4 Uge) (gAA gAAC ) ’ 2) the same layer, which indicates that the memory used for one

AcA - TACAC block can be recycled for the other blocks in the same layer

whereG 4 4- is a sub-matrix ofG with elementsG; ;, i € A when the encoding proceeds from the bottom up. In addition,
andj € A¢, andG4, Ga-4 and G 4. 4. are defined in the a close inspection reveals that, in each block, only the lowe
same fashion. The objective of SPC encoding is to obtain half of the elements need to be stored in memory for the

given the inputai 4. andx4. encoding process, and the outcomes of the XOR operations in
Since matrixG.44 is invertible,x 4« can be computed by the upper half can be stored in the associated lower half,The
[5]: it is easy to show that onlg* bits of memory are required

for the encoding process in layar Hence, the total required
Xae = (X4 +Ua:Gacd) Gy Gane +UacGacac. (3) memory of all layers i2” —1 = N — 1 bits.
As discussed in the Introduction section, the known methods!© Corroborate the above argument, let us consider the
in literature to compute . requires relatively large memoryf°||9W'”9 illustrative example. For notational convendenwe
and heavy computation. Motivated by this, the main objectif€fin€ Da,,x as the memory address used for lagemwhere

of this letter is to find an efficient algorithm to computg.. @A (ax = 0,1,---,2* — 1) is the index of bit memory. We
focus on the bottom block in layé@rhighlighted by the dashed
lo @—=> b,=0 -0 b1:0®_o b=0 Dy box i_n Fig.[_jl. In this blockgg an_dx7 are Fhe known bits and
e b=yt o) o-bel % [ x7 will be first processed. The first step is to copyt_o Dop,
b @—> Q\b:o OPrl b0y s and then toD; ; and Ds ». Smce_the stored value ifv o is
P Q\é - I . 8 the same as7, the XOR operation betweens and 7 can
N b1 x E be replaced withrg and Dy ¢ and the outcome of the XOR
U @) oo hd 3 operation can be stored B o, since the previous value in
Dod U b:l & Dy ¢ is obsolete. The next step is to copy the valueDgf, to
D1z Yo = 5 Dy,1. Once doneDy  is released since its value is no longer
oz Uy Sa— required in the remaining process, hence can be recycled for

~

Ds3 Layer 2 D/i tayers Dio Layero use in the next block in layer 0. As such, only= (2°)
bit memory is required for the encoding process in layer O.
Finally, the above process is extended to other layers.
In the encoding process of SPC, there exist two different
operations, namely, directly copying and XOR operation.
Il. EFFICIENT ENCODING ALGORITHM FORSPC Hence, it is of significant interest to obtain a fast method to
The proposed encoding algorithm is similar to the algorithigletermine the proper operation. Here, we present a simple
EncoderA in [9] where the encoding is implemented from thenethod to address this issue. Lgt(¢ = 0,1,--- ,N — 1)
bottom horizontal connection to the top horizontal conimect denote the index of current horizontal connection for top to
and the calculation for each horizontal connection stads\f bottom and denote the binary expressionpodsb,, 1 - - - by.
known node (i.e., one of elements xf; or us.) and moves Then, directly copying is performed in layarwhenb, = 1

Fig. 1. SPC encoding diagram witN = 23 and A = {1, 3, 5,6, 7}.
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and XOR operation occurs wheérR = 0, as illustrated in Fig.

Algorithm 1: Proposed Encoding algorithm for SPC

i1} Input: u andx with unfilled bits (variables of (1));

For the propagation from left to right, the case tqr= 0

is more complex. Let us take the information propagatioh fOLr A=0:(n—1)do
ay + 27 —1;

of uo for example. Since both, and Dy, are needed for 2

Output: Full codewordu andx;

[linitialization

the XOR operationio @ Dy 2 at the same time, we can nots for ¢ = (N —1): —1:0 do

copy ug to Dy 2. To circumvent this problem, we introduce*
a temporary variable, and sett = wuy. Hence, the XOR °
operationzy @ Dy 2 can be replaced with@ D, -, and the
corresponding outcome can be assigned: tas well, i.e.,
t = t@ Do2. Whenby = 1, the directly copying operation
is to copyt into D,, », which implies that and D, » share "
the same value after the directly copying, hericean then
be used for the following operations instead 0f,, . Due 12
to the introduction of a temporary variable, the total regdi ,,
memory bits for the proposed encoding proces¥ idt is also 14
worth emphasizing that the number of XOR operations in the
proposed encoding process is ofjylog, N. 1
The pseudocodes of the proposed encoding of SPC is listed
in Algorithm 1 where« is the assignment operator. Lines 6-'
15 are for the propagation from right to left, and lines 17-21%
are for the propagation from left to right. After each pracesy
of propagationg, will be updated from the next propagation,,
which is shown in lines 28-31. 22
Comparing the pseudocodes betwéartoderA in [9] and
Algorithm 1, it can be found that the encoding processés
of both algorithms work in the same serial fashion and are
implemented from horizontal connectiaqiV — 1) to hori- 25
zontal connection O one by one, which indicates that bqtj1
algorithms have the same number of XOR operations and
directly copying. However, our proposed algorithm repeat
edly utilizes the N-bit memory while EncoderA requires 29
N(1+log, N) bits of memory. Moreover, the XOR operatioﬁ?’o

in the proposed algorithm only requires two operands and®s B

Store binary expression af into b,,—1 - - - bo;
if » € A then /linformation bits
if bp = 0 then

|_ Do,o < Do,o © x4,
else

| Do < ¢;
for A\=1:(n—1)do

if by = 0 then
L DaA,A — DaA,A &® Dax,l,kfl;

else
| Dayx ¢ Day_ya—1;

| Ue A Dan—bn*l;

else [/lfrozen bits
14— ug,
forA=(n—1):—1:1do

if by = 0 then

|_ t<—td Da/\,)\;

else

|_ D(L)\_A — t;

if bp = 0 then
|_ Ty < Ty D
else
Ty 1,
Do,o — t;
for A\=1:(n—1)do

if ax =0 then
| ax« 2%

L ax— —;

performed in place while the XOR operation EncoderA
has three operands including one destination and two ssurce
which may incur extra computation. And we will show in
the next subsection that the updating iof and a) does
not need extra computation. Therefore, the efficiency of t
proposed encoding algorithm has not degraded in compariso
to EncoderA in [9]. m

It is also worth pointing out that the proposed algorithm ca?\‘f‘é
also be used as an encoding algorithm for NSPC where #
encoding only has the propagation from left to right based 8t
the polarization structure similar to Hig.1. This indicatbat
the minimum requirement of NSPC encoding is a&%d}og2 N
XOR operations andV bits of memory.

B. Simplification for SPC encoder

One might think that we need extra bit memory tgrand
ay and extra computation for the updating @f. In fact, ¢,
by anday can share the same memory and only updating
enough for all updating. We will show this in the following.

In hardware implementationp is expressed in binary as
(by—1 -+ b1bo)2, which is shown in Fil2. Wheu is updated,

m

be bitwise visited as one switch to select the corresponding
t{;)eration for the propagation from right to left (or vice s@&).
Ikn layer )\, 2* bits memory are required, which meams
ust be a number of bits. Note that(by_; - -
e value (in decimal) ag, (A > 0). Thus,a) can be
tained by selectinby, _; - - - by from ¢ without extra memory
shown in Figl2. In layer Qi is fixed to be 0 due to that
only one bit is required.

In Algorithm @1 if a full word u is not required, line 15
can be deleted.

bo)2 has the

b by by
| I
p— [~ 1 [ ]
L

a;=(1b)2
an-1= (02 b1bo)2

the operations in current horizontal connection are decidgig. 2. The bits memory fop, by andby

by the values ofb,_1,---,b1 and bg. (bp—1---b1bg) will
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V. DISCUSSION ON PARALLEL ENCODING D1, are used to replacein the frozen bit processing part

_ ) _ ) . and Dy in the user bit processing part, respectively.
The encoding algorithm described Aigorithm [1works in Consider polar codes with. = 1024 and code rate 1/2

a serial fashion. To further improve the encoding throudhpyonstructed at signal-to-noise ratio 2dB under additivétevh
we discuss the implementation of a parallel encoding with @ayssian noisy channel as an illustration, the number & cas
bits at a time in this section. (a), (b) and (c) are 135, 135 and 242 respectively, that is,
Similar to the previous algorithm, the encoding is processgs4 horizontal propagations will be implemented with our
from bottom to top as shown in Fig.1. Let) and 2y + 1 proposed parallel encoding, which can obtain about 36% gain
denote the indices of the two horizontal connections beimthroughput with comparison t8lgorithm L1
processed at a time, respectively. Here {0,1,---, 5 —1}. From the above description, it can be noted that a new bit
From Figll, it can be found that there are four different sasghemory, i.e.D; ,, is introduced in the parallel 2-bit encoding
of information propagation for two known bits in the encaglin algorithm while the temporary variabien Algorithm [lis no
process as depicted in Hi§.3. However, it turns out that cas@ger required. Hence, the requirement of bit memory fer th
(d) never happens for polar codes constructed on symmefsigrallel 2-bit encoding algorithm is the same Algjorithm
binary memoryless channels (S-BMC). Also, it can be easily verified that the number of XOR

Proposition 1. For N = 2™ (n > 1) polar codes with coding operations remains unchanged.

structure similar to FigL, thé2¢)-th bit channel Vs, must Limited to the two opposite information propagations of

be frozen if thg2¢y + 1)-th bit channel, W54, is frozen on ”OZ‘?” b't_s and user bits n the SPC encoding, parallel
S-BMC. multiple-bit encoding for SPC is more complex and the sterag

memory and computation will also increase, which is beyond
Proof: The result can be obtained by invoking Lemma fhe discussion of this paper and will be left for future work.
in [13]. [ |
V. CONCLUSIONS
= 0=——- O0———- = We have presented an efficient encoding algorithm for SPC
-9 o< -9 o which needN bits memory and% logs N XOR operation,
a minimum requirement for the available encoding methods.
@ (b) © @ By sharing memory, our analysis shows the algorithm can be
Fig. 3. The four cases with top being tk2y)-th bit and bottom being the furt_her S'mP“f'ed- T(? improve encoding t_hrOUthuL a_ piatal
(29 4 1)-th bit: (a) both are user bits, (b) both are frozen bits, fogén bit 2-bit encoding algorithm has also been discussed, whiclvsho
ggtttgr?\ and user bit at the bottom, (d) user bit on top and frdzemt the  the parallel encoding algorithm can be achieved with theesam
' memory bits and XOR operations.
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