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Generalized Analysis of Convergence of Absolute
Trust in Peer to Peer Networks

Sateesh Kumar Awasthi and Yatindra Nath Singh,Senior Member, IEEE

Abstract—Open and anonymous nature of peer to peer net-
works provides an opportunity to malicious peers to behave
unpredictably in the network. This leads the lack of trust
among the peers. To control the behavior of peers in the
network, reputation system can be used. In a reputation system,
aggregation of trust is a primary issue. Algorithm for aggregation
of trust should be designed such that, it can converge to a certain
finite value. Absolute Trust is one of the algorithm, which isused
for the aggregation of trust in peer to peer networks. In this
letter, we present the generalized analysis of convergenceof the
Absolute Trust algorithm.

Index Terms—Non-negative matrix, Eigenvector, Matrix Norm.

I. I NTRODUCTION

REPUTATION systems have been proposed by many
authors in the recent past [1], [5], [6], [7], [8], to prevent

the attacks by rogue peers. Absolute Trust [1] is one such
model. This model can characterize the past behavior of peers
in the network. It can be implemented as a truly distributed
system. In this model, peers evaluate each other locally, and
the local trust for each other is aggregated in the whole
network. The aggregated trust is called global trust. The global
trust is evaluated recursively.

In recursive solution of any equation, error in each iteration
must reduce and for large number of iteration it should tend
to zero. This will guarantee the uniqueness of the solution.It
was shown in [1] that if error in global trust is less compare to
the actual solution, then it will converge to zero. But analysis
for large error was not presented. In this letter, we will show
that in any step, if error is very large compared to the actual
solution then it will converge much faster in that step.

II. PEER TO PEER MODEL AND ABSOLUTE TRUST

Let there beN peers in a peer to peer network. In this
network, peeri can be evaluated by peerj based on service
provided by peeri in the past. Evaluated valueTji can be
represented by a number from one to ten. One is for worst
service and ten is for best service. If there is no interaction
between peers,Tji will be zero.Tji is called local trust of
peer i evaluated by peerj. All local trust values evaluated
by various nodes can be aggregated in the whole network.
Aggregated global trust of peeri can be given by [1]

ti =

[(

∑

j∈Si
Tjitj

∑

j∈Si
tj

)p

.

(

∑

j∈Si
t2j

∑

j∈Si
tj

)q] 1
(p+q)

. (1)
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Here,Si is the set of peers evaluating the service of peeri, tj
is global trust of peerj, andp, q are suitably chosen constants.
Equation 1 can be rearranged as follows (see [1]).

ti =

[

(

eiT
tt

eiCt

)p(
eiC.diag(t).t

eiCt

)q
]

1
p+q

=

[

(

eiT
tt

eiCt

)
1

1+α
(

eiC.diag(t).t

eiCt

)
α

1+α

]

Here,t is global trust vector. Itsith entry is a global trust
of peeri. diag(t) is a diagonal matrix with itsii entry asti
and other entry as zero.T is trust matrix with its elementTij

as a local trust of peerj evaluated by peeri. Tt is transpose
of matrix T. C is incidence matrix corresponding to matrix
Tt i.e. Cij = 1 if Tji > 0 otherwiseCij = 0. ei is the row
vector with itsith entry as ’1’ and all the other entry as zero.
Here,α = q/p.

III. A NALYSIS OF CONVERGENCE OFABSOLUTE TRUST

A. Center Point of the Matrix

Definition 1. Center point of non-negative matrixTt can be
defined as the column vectort. Where, itsith elementti will
be (eiT

tt/eiCt).

Definition 2. A non-negative matrixM is said to be mutually
exclusive with a non-negative matrixN, if Mij > 0 implies
Nij = 0. It also implies that whenNij > 0 thenMij = 0

Lemma 1. Center point of any non-negative, irreducible
matrix Tt is unique and can be calculated by an iterative
function

tk = φ1(t
k−1) = [diag(d1, d2....dN )]−1.Tt.tk−1

where di = eiCt

Proof. ith element of iterative functionφ1(t
k−1) is

tki =
(eiT

t.tk−1)

(eiC.tk−1)
(2)

Let tki andtk−1
i are, far from actual solutionti by δtki and

δtk−1
i respectively, then

ti + δtki =

[

(

eiT
t.(t+ δtk−1)

)

(

eiC.(t+ δtk−1)
)

]

=

[

(eiT
t.t)

(eiC.t)

][

(1 + ei.T
t.δtk−1

ei.Tt.t )

(1 + ei.C.δtk−1

ei.C.t )

]

.
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From definition 1,(eiTtt/eiCt) is ith element of center point
of matrix Tt. So we can write,

ti + δtki = ti.

[

(1 + ei.T
t.δtk−1

ei.Tt.t )

(1 + ei.C.δtk−1

ei.C.t )

]

δtki = ti.

[

(1 + ei.T
t.δtk−1

ei.Tt.t )

(1 + ei.C.δtk−1

ei.C.t )
− 1

]

δtki =
ti

(1 + ei.C.δtk−1

ei.C.t )
.

[

ei.T
t.δtk−1

ei.Tt.t
−

ei.C.δtk−1

ei.C.t

]

=
1

(1 + ei.C.δtk−1

ei.C.t )
.

[

tiei.T
t

ei.Tt.t
−

tiei.C.

ei.C.t

]

.δtk−1

=
1

(1 + ei.C.δtk−1

ei.C.t )
.

[

Ai −Bi

]

.δtk−1

= fi(δt
k−1).

[

Ai −Bi

]

.δtk−1

whereAi andBi are ith row of NXN matricesA andB

respectively. It can be observed easily that

A.t = t

and
B.t = t.

MatricesA,B have non zero elements at same position as
matrixTt, henceA,B are also irreducible. Therefore spectral
radius ofA,B will be ’1’(see[2]).

Now
fi(δt

k−1) =
1

(1 + ei.C.δtk−1

ei.C.t )

If δtk−1 << t thenfi(δtk−1) ≈ 1
Hence,

δtk =
[

A−B
]

.δtk−1

limk→∞δtk = limk→∞[A−B]kδt0 = 0

(see Theorem 1 in [1]) hereδt0 is initial error in t

Now, for the case whenδtk−1 > t thenfi(δtk−1) < 1, in
each step,δtki will decrease more rapidly. Ifδtk−1 ≈ t then
fi(δt

k−1) ≈ 1/2, in this case eachδtki will reduced to half
in kth step.

Hence we can conclude that center point of any non neg-
ative, irreducible matrix can be calculated by above iterative
function. Error in each step will depend upon the error in past
step. Error will reduce very fast, if it is far from actual solution
in an step and after large iterations it will go to zero.

Lemma 2. If vector t is the center point of matrix C.diag(t),
then center point will lie on the vector e. It can be calculated
by iterative function

tk = φ2(t
k−1) = [diag(d1, d2....dN )]−1.C.diag(tk−1).tk−1

where e is a vector with each element as ’1’ and di = eiCt.

Proof. Iterative function can be written as

tk = M(k− 1).tk−1

= M(k− 1).M(k− 2)....M(0).t0

whereith row of matrixM(k) is
(

eiC.diag(tk)
eiC.tk

)

. We can easily
prove that for matrixM(k), sum of its each row is one. Hence
it has ’1’ as an eigen value. The corresponding eigen vector
will be e. For positive initial guess oft0, all matricesM(k)
will be non-negative and irreducible. So we can conclude that
spectral radius of allM(k) is ’1’. Hence (see Lemma 2 in
[1])

limk→∞tk = limk→∞M(k− 1).M(k− 2)....M(0).t0 = e

limk→∞tk = limk→∞φ2(t
k−1) = e

B. Properties of Center Point

Property 1. If center point of matrixM is t then center point
of matrix kM will be kt. Wherek is any arbitrary scalar.

Proof. Let ti is ith element oft then

ti =
ei.M.t

ei.C.t

or
kti =

ei.kM.t

ei.C.t

or

(kti) =
ei.(kM).(kt)

ei.C.(kt)

hencekt is center point of matrixkM

Property 2. If all entries of the NXN matrix M are
positive(Mij > 0 ∀i, j ) then center point will lie on the
principle eigen vector of matrix.

Proof. If all the entry of matrixM are positive then

ei.C.t =

N
∑

j=1

tj = λ ∀i

Hereλ is a constant. Further,

ti =
ei.M.t

ei.C.t
=

ei.M.t

λ
.

HenceMt = λt. Henceλ will be spectral radius andt will
be principle eigen vector of matrixM (see[2])

Property 3. If center point ofm non-negative, irreducible and
mutually exclusive matricesM1,M2....Mm are same, then
the center point of their sum will also be the same.

Proof. Let the incidence matrix corresponding to matri-
cesM1,M2....Mm are C1,C2....Cm respectively. Now if
M = M1 +M2 + ....Mm then incidence matrix correspond-
ing to matrixM will be C = C1 +C2 + ....Cm because ma-
tricesM1,M2....Mm are mutually exclusive. Letith element
of center point of matricesM1,M2....Mm be ti then

ti =
ei.Mj.t

ei.Cj.t
∀j
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or
tiei.Cj.t = ei.Mj.t

taking summation on both side w.r.t.j
m
∑

j=1

tiei.Cj.t =
m
∑

j=1

ei.Mj.t

tiei.
(

m
∑

j=1

Cj

)

.t = ei.
(

m
∑

j=1

Mj

)

.t

tiei.C.t = ei.M.t

or

ti =
ei.M.t

ei.C.t

hencet is also the center point of matrixM.

C. Convergence of Absolute Trust for Large Error in Initial
Guess

It was stated in [1] that global trust in equation 1 can be
calculated by iterative function

tk = φ(tk−1) = [diag(d1, d2....dN )Tt.tk−1]
1

1+α

wheredi =

[
(

eiC.diag(tk−1).tk−1

)α

(

eiCtk−1

)(1+α)

]

. Proof was derived only

for the small error that is, if initial guess oft is very close to
the actual solution. However global trust can be calculatedfor
any positive initial guess. In this subsection we will show that
it will converge faster in any step if error is large compared
to t.

Let tki andtk−1
i are, far from actual solutionti by δtki and

δtk−1
i respectively, then

ti + δtki =

[

(

eiT
t.(t+ δtk−1)

)

(

eiC(t+ δtk−1)
)

]
1

1+α

.

[

(

eiC.diag(t+ δtk−1).(t+ δtk−1)
)

(

eiC(t+ δtk−1)
)

]
α

1+α

If error δtk−1 > t then we can approximate
t+ δtk−1 ≈ δtk−1 hence

δtki =

[

(

eiT
t.δtk−1

)

(

eiC.δtk−1
)

]
1

1+α

.

[

(

eiC.diag(δtk−1).δtk−1
)

(

eiC.δtk−1
)

]
α

1+α

Using Young’s Inequality [4], i.e.

c.d ≤
1

1 + α
c1+α +

α

1 + α
d(1+α)/α;

and taking

c =

[

(

eiT
t.δtk−1

)

(

eiC.δtk−1
)

]
1

1+α

and

d =

[

(

eiC.diag(δtk−1).δtk−1
)

(

eiC.δtk−1
)

]
α

1+α

,

We can write

δtki ≤
1

1 + α

[

(

eiT
t.δtk−1

)

(

eiC.δtk−1
)

]

+

α

1 + α

[

(

eiC.diag(δtk−1).δtk−1
)

(

eiC.δtk−1
)

]

.

δtk ≤
1

1 + α
φ1(δt

k−1) +
α

1 + α
φ2(δt

k−1).

Hereφ1(.) andφ2(.) are as defined in Lemma 1 and in Lemma
2 respectively.

δtk ≤
1

1 + α
M

′

1.δt
k−1 +

α

1 + α
M

′

2.δt
k−1 (3)

It is convex combination of iterative functionφ1 andφ2. ith

row of matrixM
′

2 is

[
(

eiC.diag(δtk−1)
)

(

eiC.δtk−1

)

]

and sum of each row

is one. Hence∞−norm of matrixM
′

2 is |M
′

2|∞ = 1 using
the property of norm [3]

|M
′

2.δt
k−1|∞ ≤ |M

′

2|∞.|δtk−1|∞ = |δtk−1|∞ (4)

Functionφ1 is converging function toward center point. It is
shown in Lemma 1 that in any step, iftk is very far from
the center point then it will tend toward the center point very
rapidly. Hence forδtk−1 > t

φ1(δt
k−1) < δtk−1

or
|M

′

1.δt
k−1|∞ < |δtk−1|∞ (5)

Now taking∞-norm on both side of equation 3

|δtk|∞ ≤ |
1

1 + α
M

′

1.δt
k−1 +

α

1 + α
M

′

2.δt
k−1|∞

≤
1

1 + α
|M

′

1.δt
k−1|∞ +

α

1 + α
|M

′

2.δt
k−1|∞

Using equation 4 and 5,

|δtk|∞ <
1

1 + α
|δtk−1|∞ +

α

1 + α
|δtk−1|∞ = |δtk−1|∞

Hence
|δtk|∞ < |δtk−1|∞

Therefore error in every step will decrease. In any step, it will
decrease faster iftk is very far from actual solution. Speed of
convergence depends upon theα. For lowerα, impact ofφ2

will be lower andφ1 will dominate the speed of convergence.
Hence for smallerα speed of convergence will be high.

IV. N UMERICAL RESULTS

In order to verify what has been discussed in earlier sections,
we have taken the values of the trust matrixT as









0 5 6 6
8 0 5 5
5 6 0 2
0 4 0 0









.

The value of center point and the global trust in each iteration
is calculated and shown in Table I, II, III, IV and V.
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Table I: Center point in each iteration, when initial guess is
close to center point

i 1 2 3 4

t
0 1.0000 2.0000 3.0000 4.0000
t
1 6.2000 4.8750 5.3333 3.6667
t
2 6.4327 5.1096 5.5598 4.4027
t
3 6.4367 5.0706 5.5573 4.4008
t
4 6.4313 5.0705 5.5594 4.4002
t
5 6.4310 5.0707 5.5592 4.3994
t
6 6.4311 5.0708 5.5591 4.3994
t
7 6.4311 5.0708 5.5591 4.3994

Table II: Center point in each iteration, when initial guessis
very far from center point

i 1 2 3 4

t
0 100.0000 300.0000 200.0000 100.0000
t
1 6.8000 5.2500 5.2500 4.1667
t
2 6.5000 5.0668 5.5643 4.4827
t
3 6.4298 5.0654 5.5620 4.4050
t
4 6.4299 5.0706 5.5593 4.3987
t
5 6.4310 5.0708 5.5591 4.3993
t
6 6.4311 5.0708 5.5591 4.3994
t
7 6.4311 5.0708 5.5591 4.3994

A. Convergence of the Center Point

The convergence of center point of matrixTt is shown in
Table I and II. In Table I initial guesst0 =[1 2 3 4]t, it is close
to the center point and in Table II initial guesst0 =[100 300
200 100]t, which is significantly far from center point. But
we can see in both the cases that it will converge in seven
iterations . In the latter case, error is very large in0th step
and it becomes less thent with in one step.

B. Convergence of the Global Trust

Impact of initial guess and parameterα on the convergence
of global trust is shown in Table III, IV and V. In Table III and
IV α is taken as 1/3 but initial guess is different. Again we
can see that for large initial guess of global trust it takes only
one more iteration to converge to final value. It converge very
fast when error(δt) is very large compare to global trust(t)

In Table III and V initial guess is taken same butα is
different and we can see that forα = 1/6 it converges only
in eight iterations.

V. CONCLUSION

In this letter, we analyzed the convergence of global trust
given by equation 1. We have shown that in recursive calcula-
tion of global trust, error will decrease even if initial guess is
very far from the actual solution. In any step, convergence
is faster if error is larger. We have shown that speed of
convergence depends upon the value ofα. For smallerα it
will converge more faster.
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