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Coded Decentralized Learning With Gradient Descent for Big Data Analytics

Jing Yue , Member, IEEE, and Ming Xiao , Senior Member, IEEE

Abstract— Machine learning is an effective technique for big
data analytics. We focus on the study of big data analytics
with decentralized learning in large-scale networks. Fountain
codes are applied to the decentralized learning process to
reduce communication load for exchanging intermediate learning
parameters among fog nodes. Two scenarios, i.e., disjoint datasets
and overlapping datasets, are analyzed. Comparison results show
that communication load can be reduced significantly by the
Fountain-based scheme for large-scale networks, especially when
the quality of communication links is relatively bad and/or the
number of fog nodes is large.

Index Terms— Big data, decentralized learning, gradient
descent, Fountain codes, communication load.

I. INTRODUCTION

THE volume of data increases explosively with the rapid
development of social media and Internet of Things

(IoTs). Big data gathered by different devices from various
sources is stored in a distributed manner. To extract useful
information or insights from big data for data-driven decision
making, strong processing resources are required. Cloud is
able to provide sufficient resources for big data analysis.
However, transferring a large amount of distributed stored
data to a remote cloud is infeasible due to time or bandwidth
limitations [1]. Having data processing close to the sources
or devices is the key to overcome these limitations. Thus,
distributed machine learning [2] with fog computing [3] is a
potential solution for big data analytics.

Coding has been applied to distributed fog computing and
machine learning for dealing with the problem of stragglers [4]
and reducing the usage of computation and communication
resources [5]. For coded distributed machine learning [2],
matrix multiplication [6], [7] and gradient descent [8], [9]
have attracted considerable attention.

In most of the previous works for distributed machine
learning, codes with maximum distance separable (MDS)
properties are used [1]. For example, MDS codes were utilized
in [2], [10] to speed-up distributed matrix multiplication and
data shuffling. In [11] and [12], MDS codes were used to
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mitigate the effect of stragglers in distributed gradient descent.
In [6], scheme based on Reed-Solomon (RS) codes was pro-
posed to minimum the recovery threshold while allowing
efficient decoding using polynomial interpolation.

However, in a large-scale network with thousands of nodes,
these MDS-based codes become impractical [1], [7] because
of high computation and communication costs associated with
encoding and decoding [13]. In addition, most of the previous
works consider the master-worker pattern. A master assigns
computation or learning tasks to workers. Workers complete
tasks on a subset of data and return intermediate results to
the master for aggregation. In general, it is assumed that
the entire data is available for processing at the time of
training, etc. Big data breaks these ideal assumptions and leads
to the cluster pattern, e.g., master-work pattern, in which a
centralized master control task assign, impractical. Big data
analytics in decentralized manner is in urgent needed.

We focus on the study of decentralized learning with
gradient descent in large-scale networks. It has been proved
in [14] that Fountain-based scheme for distributed computing
is one of the optimal choices for the applications with high
reliability and low latency requirements. Fountain codes [15]
are capable of recovering the original information from any
subset of output symbols with a size slightly larger than the
original information. In addition, Fountain codes are of high
coding flexibility and low complexity.

High communication load is the bottleneck of decentralized
processing for big data analytics. Therefore, we consider
applying Fountain codes to the decentralized learning process
to reduce communication load. Our main contributions are
listed as follows,

• A novel coded decentralized scheme based on Fountain
codes is proposed to reduce the communication load for
exchanging intermediate leaning parameters among fog
nodes during the learning process.

• Two situations, i.e., disjoint datasets and overlapping
datasets, are studied. The decoding process of the
Fountain-based scheme is analyzed for the two situations.

• Finally, comparison results are given to show that com-
munication load can be reduced significantly by using the
Fountain-based scheme through proper code design.

To the best of our knowledge, we are the first to use Fountain
codes for the design of coded decentralized learning and
also the first to analyze the Fountain-based scheme for the
situations with disjoint datasets and overlapping datasets.

II. SYSTEM MODEL

We consider a network with F fog nodes and S storage
units, as shown in Fig. 1. The fog nodes, which could be
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Fig. 1. Distributed fog nodes and their available storage units.

mobile devices or edge servers, etc., are with limited com-
putation and/or storage capacity. Let FNf represent the f th
fog node and SUs be the sth storage unit, f ∈ {1, 2, . . . , F}
and s ∈ {1, 2, . . . , S}. The fog nodes are scattered over a
wide area. The storage units are in geo-separated locations.
In Fig. 1, we use cubes with different shapes to represent the
variety of data stored in different storage units.

If a fog node is able to access to a storage unit, the storage
unit is said to be available for the fog node. The storage units,
which are located in a spherical space with fog node FNf

as the center and radius of Rf , are all available to FNf .
That is, FNf is able to access to and process the data in
the storage units located in its spherical space. This spherical
space is named the available space of FNf . Let Df be the
dataset that FNf will process for completing a computation or
learning task. The data in dataset Df is stored in the storage
units located in FNf available space. The size of Df is |Df |.
Each fog node processes the data in its dataset and exchanges
intermediate results with other fog nodes to complete common
computation or learning tasks.

There are two possible scenarios, i.e., disjoint datasets and
overlapping datasets. Let γa,b represent the ratio of overlap-
ping data in storage unit SUa with SUb, (0 ≤ γa,b ≤ 1). The
parameter γa,b is proportional to the number of overlapping
data in SUa and SUb. γa,b = 0, (∀a, b ∈ {1, 2, . . . , S}, a �=
b), corresponds to the scenario of disjoint, and γa,b > 0
corresponds to overlapping. Fog nodes, which access to the
storage units with overlapping data, have overlapping datasets.
The overlapping parameters of these datasets can be obtained
according to the storage units which the fog nodes access to
for forming their datasets.

III. FOUNTAIN-BASED DECENTRALIZED

GRADIENT DESCENT

In this section, a brief introduction of the distributed gra-
dient descent algorithm is given. Then, decentralized learning
with gradient descent based on Fountain codes is proposed.

A. Distributed Gradient Descent

Consider a scenario, where we want to learn model para-
meters β = (β1, β2, . . . , βW ) by minimizing a generic loss
function L(D; β) =

�N
i=1 �(xi, yi; β) over a given dataset

D = {(xi, yi)|i ∈ {1, 2, . . . , N}}. The model parameters

β are obtained through multiple iterations of operations.
For distributed gradient descent, in the tth iteration, workers
calculate gradients on their own datasets and send the inter-
mediate gradients to the master. The full gradient ∇L(t) =�F

f=1

�
(x,y)∈Df

∇�(x, y; β(t−1)) is aggregated at the master.
After that, the master updates parameters through β(t) =
h(β(t−1),∇L(t)) and sends the updated parameters β(t) to
workers for the calculation of gradients in the t+1th iteration.
h(·) is a gradient-based optimizer [16].

B. Decentralized Learning With Gradient Descent

For decentralized learning with gradient descent, three
phases, i.e., computation, exchanging and decoding phases,
are carried out in each iteration. We take the tth iteration as
an example to illustrate the decentralized learning process.

1) Computation Phase: Each fog node updates its model
parameters and calculates the gradients through training its
dataset. At fog node FNf , the intermediate gradients and
model parameters after training all the data in Df can
be written as gf = (gf,1, gf,2, . . . , gf,|Df |) and βf =
(βf,1, βf,2, . . . , βf,Wf

), respectively. gf,a = ∇�(xa, ya; βf ),
(xa, ya) ∈ Df , a ∈ {1, 2, . . . , |Df |}. Wf represents the length
of model parameter learned at fog node FNf .

Then, encoding operations are performed on gf and βf ,
respectively. The encoding process for gf is as follows:

• A number dg is selected according to degree distribution
Ω(x) =

�|Df |
dg=1 Ωdgxdg with probability Ωdg .

• Then, dg intermediate gradients are selected uniformly
at random from gf to perform combination to form one
coded intermediate gradient.

• The above two steps repeated until Qg
f = (1 + ηf )|Df |

coded intermediate gradients are formed. The formed
coded intermediate gradients cg

f can be written as

cg
f = (gf,1, gf,2, . . . , gf,|Df |)G

g
f = gfG

g
f , (1)

where Gg
f is the generator matrix at fog node FNf with

size |Df |×Qg
f . 1+ηf represents the expanding coefficient

of the Fountain codes used, 1 + ηf =
Qg

f

|Df | and ηf ≥ 0.

The encoding process for βf is the same as that for gf .
The only difference is that encoding operations are performed
according to degree distribution μ(x) =

�Wf

dw=1 μdwxdw .
The formed Qw

f = (1 + ηf )Wf coded intermediate model
parameters can be written as cw

f = βfGw
f . Gw

f is the generator
matrix at FNf with size Wf × Qw

f .
2) Exchanging Phase: The coded intermediate parameters

cg
f and cw

f (f ∈ {1, 2, . . . , N}) are exchanged among fog
nodes. Let M be the total number of all different data in
F datasets, and M ≤ �F

f=1 |Df |. M =
�F

f=1 |Df | if F

datasets are disjoint, and M <
�F

f=1 |Df | if these datasets
are overlapping.

3) Decoding Phase: The generator matrices correspond
to the received coded intermediate gradients and model
parameters from fog node FNi (i ∈ {1, 2, . . . , F} \ {f})
at FNf are G̃g

i,f with size |Di| × Qg
i,f and G̃w

i,f with
size Wi × Qw

i,f , respectively, where Qg
i,f = (1 − �i,f )Qg

i

and Qw
i,f = (1 − �i,f )Qw

i . �i,f is the probability of data

Authorized licensed use limited to: KTH Royal Institute of Technology. Downloaded on October 28,2020 at 20:41:08 UTC from IEEE Xplore.  Restrictions apply. 



364 IEEE COMMUNICATIONS LETTERS, VOL. 24, NO. 2, FEBRUARY 2020

loss from FNi to FNf due to channel erasure, decoding
failure, etc. The generator matrices correspond to the received
coded intermediate gradients and model parameters from
the F − 1 fog nodes at FNf can be written as G̃g

f =
[11G̃

g
1,f , . . . , 1f−1G̃

g
f−1,f , 1f+1G̃

g
f+1,f , . . . , 1F G̃g

F,f ] and
G̃w

f = [11G̃w
1,f , . . . , 1f−1G̃w

f−1,f , 1f+1G̃w
f+1,f , . . . , 1F G̃w

F,f ],
respectively. � = (11, . . . , 1f , . . . , 1F ) is an indicator
parameter. Let λ be the probability of a straggler node.
Then, the f th element of the indicator parameter, 1f

(f ∈ {1, 2, . . . , F}), can be written as

1f =

�
1, with probability 1 − λ,

0, with probability λ.
(2)

The matrices G̃g
f and G̃w

f are respectively with size�
i∈{1,2,...,F}\{f} |Di| × �

i∈{1,2,...,F}\{f} 1fQg
i,f and�

i∈{1,2,...,F}\{f} Wi ×
�

i∈{1,2,...,F}\{f} 1fQw
i,f .

Fog node FNf decodes its received coded intermediate
parameters through G̃g

i,f and G̃w
i,f , (i ∈ {1, 2, . . . , F} \

{f}), and recoveries N − |Df | new gradients and
Γw

�
i∈{1,2,...,F}\{f} Wi model parameters corresponding to

these intermediate gradients. Here Γw is a threshold and
could be set to different values in [0, 1] for different learning
algorithms1. The decoding process is essentially a linear
calculation process for finding the solution of polynomials.

IV. ANALYSIS OF THE DECODING PROCESS OF THE

FOUNTAIN-BASED SCHEME

In this section, the decoding processes for the scenarios
with disjoint datasets and overlapping datasets are analyzed
separately. The effect of coding and network parameters on
the computation and communication loads is also analyzed.

A. For Disjoint Datasets

For the scenario with disjoint datasets, the possible number
of new intermediate gradients that can be recovered at fog
node FNf is in the range of [0, M − |Df |]. To decode
A = N − |Df | new intermediate gradients from the received
coded data, the rank of the generator matrix G̃g

f , denoted by
rk(G̃g

f ), must be equal to or larger than A, i.e., rk(G̃g
f ) ≥ A.

Since the datasets for different fog nodes are disjoint, we have
rk(G̃g

f ) =
�

i∈{1,2,...,F}\{f} 1irk(G̃g
i,f ).

The probability that rk(G̃g
i,f ) = ki, ki ∈

{0, 1, . . . , min{|Di|, Qg
i,f}}, can be calculated using

the method given in [17]. It can be written as
Pr(rk(G̃g

i,f ) = ki) =
�Qg

i
j=1

�
Qg

i
j

�
(1− �i,f )j(�i,f )Qg

i −jζ
j,|Di|
ki

,

where ζ
j,|Di|
ki

can be calculated by

ζ
j,|Di|
ki

=
ξj
ki

ξ
|Di|
ki

ξki

ki
q(j−ki)(|Di|−ki)

, (3)

where ξn
m can be written as

ξn
m =

��m+1
a=0 (1 − q−(n−a)), if m > 0,

1, if m = 0.
(4)

1As far as we known, it is still an open problem for the setting of optimal
values Γw for different learning algorithms considering different factors. As it
is beyond the scope of this article, this problem will be studied in depth in
our future works.

Let Pr

��
i∈{1,2,...,F}\{f} 1iki ≥ A

�
be the probability

that at least A new intermediate gradients can be recovered
at fog node FNf . Since the datasets are disjoint, we have

Pr

��
i∈{1,2,...,F}\{f} 1iki

�
=
�

i∈{1,2,...,F}\{f} 1iPr(ki).
As N ≤ M , there are two possible situations, i.e., N = M

and N < M .
1) For N = M : If N = M , the probability

Pr

��
i∈{1,2,...,F}\{f} 1iki > A

�
= 0. For updating parame-

ters βf at FNf , each generator matrix G̃g
i,f must be full rank

and no straggler occurs, i.e., ki = |Di| (i ∈ {1, 2, . . . , F} \
{f}) and λ = 0, and the probability Pr

�
rk(G̃w

i,f ) ≥ ΓwWi

�
for each ki > 0 should be bigger than a threshold, say
Γ. The threshold Γ can be set to different values according
to the various requirements in different applications and the
corresponding learning algorithm used.

The probability that all the generator matrices
at FNf , i.e., G̃g

i,f , are full rank with λ = 0

can be written as Pr

��
i∈{1,2,...,F}\{f} ki = A

�
=�

i∈{1,2,...,F}\{f} Pr(rk(G̃g
i,f ) = |Di|). The probability

Pr

�
rk(G̃w

i,f ) ≥ ΓwWi

�
can be obtained by calculating�Wi

k′
i=ΓwWi

Pr

�
rk(G̃w

i,f ) = k�
i

�
.

2) For N < M : We use αiA to represent ki, i.e., ki =
αiA. All F − 1 elements form set Φ = {α1, α2, . . . , αF } \
{αf}. Then we have Pr

��
i∈{1,2,...,F}\{f} 1iki ≥ A

�
= 1−

Pr

��
αi∈Φ 1iαi < 1

�
, where Pr

��
αi∈Φ 1iαi < 1

�
can be

calculated by

Pr

	

αi∈Φ

1iαi < 1

�
=

�
1, λ = 1,�

ατ

�F−1
j=1 Pr(ατj ), λ < 1,

(5)

where ατ is set formed by all possible values of ατ and ατ =�
ατ | arg{�j∈{1,2,...,(1−λ)(F−1)}ατj < 1}, ατj ∈



0,

|Dτj
|

A

��
.

ατj is the τj th element in set Φ. The probability Pr(ατj ) can
be calculated by Pr(ατj ) = Pr(rk(G̃g

τj ,f ) = ατj A).

The range of αi is


0,

min{|Di|,Qg
i,f}

A

�
,

i.e.,


0,

|Di|·min{1,(1−�i,f )(1+ηi)}
A

�
. Thus, we obtain the value

range of
�

αi∈Φ αi as


0,
�

αi∈Φ(|Di|·min{1,(1−�i,f )(1+ηi)})
A

�
.

If (1−�i,f)(1+ηi) ≥ 1, then we have the upper bound of the

value range as
�

αi∈Φ |Di|
A > 1 since M > N . The value range

[0, 1) is a subarea of the whole value range of
�

αi∈Φ αi.
The value of

�
ατ

�F−1
j=1 Pr(ατj ) is determined by the size of

datasets of the other fog nodes. A larger size of datasets means
smaller value of

�
ατ

�F−1
j=1 Pr(ατj ) and higher probability

of success update model parameters βf at fog node FNf .
However, the data size cannot be infinitely large. Larger
dataset size corresponds to possible higher computation load
at each fog node. Here, communication load is defined as the
total number of fog nodes computing one common task.

If (1− �i,f )(1+ ηi) < 1, then the upper bound of the value

range can be written as
�

αi∈Φ |Di|(1−�i,f )(1+ηi)

A . If we keep
the other parameters, e.g., |Di| and �i,f , unchanged, the whole
value range of

�
αi∈Φ αi extends with increasing ηi. There-

fore, with increasing ηi, the subarea [0, 1) becomes relatively
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smaller, and the value of
�
�

i∈{1,2,...,F−1} ai<1

�
j Pr(αi =

ai) becomes smaller as well. The probability of success update
model parameters βf at fog node FNf becomes higher.
Therefore, larger ηi means a higher probability of success
update model parameters βf . However, ηi cannot be infinite
large. Larger ηi corresponds to higher communication load
for exchanging intermediate parameters among fog nodes.
For success update model parameters βf , we have to choose
the coding parameter ηi carefully to ensure

�
αi∈Φ |Di|(1 −

�i,f )(1 + ηi) > A.
At each fog node, before decoding its received coded para-

meters, the probabilities Pr

��
i∈{1,2,...,F}\{f} 1iki ≥ A

�
and

Pr

�
rk(G̃w

i,f ) ≥ ΓwWi

�
for each ki > 0 should be compared

with threshold Γ. If these probabilities are higher than Γ,
decoding starts on the received coded parameters.

B. For Overlapping Datasets

As defined in Section II, γa,b is the ratio of overlapping
data in storage unit SUa with that in SUb. For simplification,
we assume that each storage unit corresponds to one fog node.
Then, the overlapping parameters for the datasets of the F fog
nodes can be written out in matrix form as follows,

γ =

⎡
⎢⎢⎢⎣

1 γ1,2 . . . γ1,F

γ2,1 1 . . . γ2,F

...
...

. . .
...

γF,1 γF,2 . . . 1

⎤
⎥⎥⎥⎦ , (6)

where γa,b �= γb,a (a �= b, ∀a, b ∈ {1, 2, . . . , F}).
At FNf , |Df | intermediate gradients are known. Thus A =

N−|Df | new intermediate gradients are required for updating
model parameters βf .

Theorem 1: The total number of new intermediate gradients
received from the other fog nodes at FNf can be calculated
by Δ =

�F−1
πi,i=1 1πi · ((1 − γπi,f )ϕ(i, f)) · |Dπi |, where the

parameter ϕ(i, f) can be written as

ϕ(i, f) =

�
1, if i = 1,�i−1

a=1(1 − γπi,πi−πa|Θa,f
), if 2 ≤ i ≤ F − 1,

where Θa,f is a set formed by the indices of fog nodes, and
it can be written as

Θa,f =

�
{f}, if a = 1,

{f, π1, . . . , πa−1}, if a > 1.

Proof: Let ri be the parameter for calculating the num-
ber of new intermediate gradients from fog node FNi at
FNf , where i ∈ {1, 2, . . . , F} \ {f}, and we have r =
(r1, . . . , rf−1, rf+1, . . . , rF ). The total number of new inter-
mediate gradients at FNf can be written as

Δ = �� r � [|D1|, |D2|, . . . , |DF |]
=



i∈{1,2,...,F}\{f}

1iri|Di|. (7)

Next, we will calculate ri. The number of received coded
intermediate gradient from FNi at FNf is Qg

i,f , where
Qg

i,f = (1 − �i,f )Qg
i = (1 − �i,f )(1 + ηi)|Di|. Thus, we have

|Di| =
Qg

i,f

(1−�i,f )(1+ηi)
. We calculate the new intermediate

gradient from the other fog nodes in order π. Here π =
(π1, π2, . . . , πF−1) is an order of the other F − 1 fog nodes,
πi ∈ {1, 2, . . . , F −1}\{f}. The number of new intermediate

gradients from FNπ1 at FNf is (1 − γπ1,f )
Qg

π1,f

(1−�π1,f )(1+ηπ1) .

Thus, the parameter rπ1 = 1−γπ1,f

(1−�π1,f )(1+ηπ1) . Ticking out the
new intermediate gradients contributed by FNπ1 , the num-
ber of new intermediate gradients from FNπ2 at FNf is

(1− γπ2,π1|f )(1− γπ2,f)
Qg

π2,f

(1−�π2,f )(1+ηπ2) , and we have rπ2 =
(1−γπ2,π1|f )(1−γπ2,f )

(1−�π2,f )(1+ηπ2) . γπ2,π1|f represents the overlapping ratio
of the dataset Dπ2 with dataset Dπ1 after ticking out their
common data with dataset Df .

By the same method, we have

rπi =
ωπi,f

(1 − �πi,f )(1 + ηπi)
, (8)

where ωπi,f = (1 − γπi,πi−1|f,π1,...,πi−2)(1 −
γπi,πi−2|f,π1,...,πi−3) · · · · · (1 − γπi,π1|f )(1 − γπi,f ).
Thus, the total number of new intermediate gradients from
other fog nodes at fog node FNf can be rewritten as
Δ =

�F−1
πi,i=1 1πi · ((1 − γπi,f )ϕ(i, f)) · |Dπi |.

If the parameters γi,i−1|f,1,...,i−2, γi,i−2|f,1,...,i−3, . . ., γi,f

are known at each fog node, the parameter Δ can be cal-
culated. The computation and communication loads can be
controlled relatively small through properly task assignment.
If these parameters are unknown at fog nodes, the computation
and communication loads may increase.

V. COMPARISON AND DISCUSSION

In what follows, we shall compare the communication load
by using the Fountain-based coded scheme with the uncoded
scheme for decentralized learning. Communication load is
defined as the ratio of the total number of data transmitted
by all the fog nodes to the data required at these fog nodes.
Here “data required at these fog nodes” means the total number
of new intermediate parameters required at all the fog nodes.
Uncoded scheme means that no coding operation is performed
on the intermediate parameters at each fog node.

The communication load for the uncoded and the
Fountain-based coded schemes can be calculated respectively
by

Buncoded =
1

1 − λ

F

f=1

1i
|Df |lg + Wf lw�

i∈{1,2,...,F}\{f}(1 − �i,f )
, (9)

Bcoded = ρλ,γ

F

f=1

1i(1 + ηf )(|Df |lg + Wf lw), (10)

where lg and lw represent the length of one intermediate
gradient and one model parameter, respectively. The parameter
ρ(λ, γ) can be written as

ρλ,γ =

⎧⎨
⎩

1
1 − λ

, if γ is unknown or ∀γa,b < κ,

1, if γ is known and ∀γa,b ≥ κ,
(11)

where ∀γa,b represents the overlapping parameter of datasets
of two arbitrary fog nodes FNa and FNb, (a, b ∈
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Fig. 2. An example of the comparison of communication load reduction by
the Fountain-based coded scheme.

{1, 2, . . . , F}). κ is a threshold for the parameter ∀γa,b
2. When

∀γa,b is known and large enough, there would be enough
redundancy of coded data to overcome stragglers by using
the coded scheme and thus we have ρλ,γ = 1.

We assume that the coding parameter ηf = η and 1 + η =
(1 + ηr)(1 + ηc). Here 1 + ηc is the expanding coefficient for
covering all original information for encoding, and 1 + ηr is
the expanding coefficient confronting data loss. The parameter
1 + ηr = 1

1−�w
, where �w = max{�i,f |i ∈ {1, 2, . . . , F} \

{f}}. Assume that the data loss parameter �i,f = � (i ∈
{1, 2, . . . , F} \ {f}). The ratio of Bcoded and Buncoded can
be written as

Bcoded

Buncoded
= ρλ,γ(1 − λ)(1 + ηc)(1 − �)F−2. (12)

The parameter � represents the probability of data loss due
to channel erasure, channel decoding failure, etc. A smaller
value of � means more reliable environments. The parameter
ηc is determined by the code design. For MDS codes, ηc could
be as small as 0. However, it is impractical to construct MDS
codes for large-scale networks with thousands of nodes. For
Fountain codes, ηc is determined by the degree distributions
used for encoding. By properly design the degree distributions,
the original information could be covered with 1 + ηc only
slightly larger than 1. The overhead of Fountain codes could
be relatively small through properly design.

When λ = 0, � = 0, there is no straggling node and data
loss. Since ηc > 0, the coding operations create redundancy
data at fog nodes, the uncoded scheme requires lower commu-
nication load for exchanging intermediate parameters. When
0 < λ < 1 or/and 0 < � < 1, compared with the uncoded
scheme, the coded scheme can reduce the communication load
at 1 − ρλ,γ(1 − λ)(1 + ηc)(1 − �)F−2 scale if 1 + ηc <

1
ρλ,γ (1−λ)(1−�)F−2 .

Fig. 2 shows the minimum communication load reduction
by using the Fountain-based coded scheme when ρλ,γ = 1

1−λ .
Note that η = 0, i.e., 1 + η = 1.0, corresponds to the
performance achieved by the MDS-based scheme with ideal
quality of communication links. If the environment is relatively
reliable and the number of fog nodes F is relatively small, e.g.,
� = 10−4 and F = 1000, only limited communication load

2So far as we know, the setting of optimal threshold κ is still an open
problem. This problem will be studied in depth in our future works.

reduction can be achieved. When the environment becomes
less reliable or F becomes larger, e.g., � = 10−3 or F ≥ 5000,
significant communication load reduction can be achieved by
the coded scheme through properly code design.

VI. CONCLUSION

We studied decentralized learning with gradient descent
for big data analytics in large-scale networks. A Fountain-
based coded scheme was proposed to reduce communication
load for exchanging intermediate learning parameters. The
decoding process was analyzed for the scenarios with disjoint
datasets and overlapping datasets. Comparison results shown
that significant communication load reduction can be achieved
by the Fountain-based scheme through proper code design.
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