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Abstract—This letter studies a cellular-connected unmanned
aerial vehicle (UAV) scenario, in which a UAV user communicates
with ground base stations (GBSs) in cellular uplink by sharing the
spectrum with ground users (GUs). To deal with the severe air-to-
ground (A2G) co-channel interference, we consider an adaptive
interference cancellation (IC) approach, in which each GBS can
decode the GU’s messages by adaptively switching between the
modes of IC (i.e., precanceling the UAV’s resultant interference)
and treating interference as noise (TIN). By designing the GBSs’
decoding mode, jointly with the wireless resource allocation and
the UAV’s trajectory control, we maximize the UAV’s data-
rate throughput over a finite mission period, while ensuring the
minimum data-rate requirements at individual GUs. We propose
an efficient algorithm to solve the throughput maximization
problem by using the techniques of alternating optimization
and successive convex approximation (SCA). Numerical results
show that our proposed design significantly improves the UAV’s
throughput as compared to the benchmark schemes without the
adaptive IC and/or trajectory optimization.

Index Terms—Cellular-connected unmanned aerial vehicle
(UAV), spectrum sharing, adaptive interference cancellation (IC),
resource allocation, trajectory design.

I. INTRODUCTION

Cellular-connected unmanned aerial vehicles (UAVs) have

emerged as one of the key technologies for beyond fifth-

generation (B5G) or sixth-generation (6G) cellular networks

to enable secure and long-distance UAV applications [1]–[3].

UAVs can be connected with cellular networks as a new type

of aerial users, which can share the scarce spectrum resources

with conventional ground users (GUs). As the UAVs fly at a

relatively high altitude and normally have strong line-of-sight

(LoS) links with ground base stations (GBSs) as compared

to GUs, the resultant severe air-to-ground (A2G) co-channel

interference from UAVs to GBSs is becoming a key technical

challenge faced in cellular uplink integrated with UAVs [4].

In the literature, there have been various interference mit-

igation approaches proposed to tackle the A2G interference

issue (see, e.g., [5]). For instance, the authors in [6] and

[7] proposed an inter-cell interference coordination approach
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Fig. 1. Illustration of the uplink spectrum sharing scenario for cellular-
connected UAV.

jointly designed with the UAV-GBS association. [8] investi-

gated a local interference cancellation (IC) approach, in which

the associated GBS can first decode the UAV’s messages and

precancel the resultant interference to facilitate the decoding

of GUs’ messages. Furthermore, [9]–[11] investigated a co-

operative IC method, in which GBSs can decode the UAV’s

messages and then send them to nearby GBSs to enable their

cooperative IC, at the cost of data sharing over backhaul links.

Despite their benefits, these prior works only considered one-

shot resource allocation by considering UAVs staying at fixed

locations, in which their controllable mobility was overlooked.

By exploiting the controllable mobility, the trajectory design

has been recognized as a unique new design degree of freedom

for optimizing the performance of UAV communications [2],

[3]. For UAV-enabled base stations (BSs), the authors in [12]

and [13] considered that the UAV-BS is scheduled to collect

data among ground nodes, and proposed different trajectory

design schemes to achieve jamming resistance. For cellular-

connected UAVs, the authors in [14] and [15] considered the

UAV trajectory optimization to maximize the UAV user’s data-

rate throughput over a certain mission period under different

setups. However, only interference coordination with power

control was considered, in which the A2G interference was

treated as noise.

To unlock the full potential of cellular-connected UAV, this

letter exploits both benefits of IC and trajectory design to max-

imize the UAV communication performance. In particular, we

consider an uplink spectrum sharing scenario, in which a UAV

user communicates with GBSs by sharing the scarce spectrum

resources with GUs. We consider a new adaptive A2G IC ap-
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proach, in which one or more GBSs are enabled to adaptively

decode the UAV’s messages based on the channel conditions,

such that they can precancel the resultant A2G interference to

facilitate the decoding of the GU’s messages. Different from

the cooperative IC method in [9]–[11], this approach only

requires local IC at multiple GBSs, thus avoiding the data

sharing cost over backhauls.1 Under this setup, we consider a

particular UAV mission period, and adaptively optimize each

GBS’s decoding mode between IC and treating interference as

noise (TIN), jointly with the wireless resource allocation and

the UAV’s trajectory control. Our objective is to maximize

the data-rate throughput of the UAV, while ensuring the

minimum data-rate requirements at individual GUs. Although

the formulated throughput maximization problem is highly

non-convex, we propose an efficient algorithm by using the

techniques of alternating optimization and successive convex

approximation (SCA). In this algorithm, under any given UAV

trajectory, we find the globally optimal resource allocation

solution; while under given resource allocation, we obtain

a converged trajectory solution. As such, the algorithm is

ensured to converge. Numerical results show that our proposed

joint design substantially improves the UAV’s throughput as

compared to the benchmark schemes without the adaptive IC

and/or trajectory optimization.

II. SYSTEM MODEL

In this paper, we consider the uplink spectrum sharing

scenario with one cellular-connected UAV user, where there

are K GBSs each serving one GU by using the same frequency

band with the UAV, as shown in Fig. 1. Let K , {1, . . . ,K}
denote the set of GBSs or their associated GUs. Suppose that

each GBS k ∈ K locates at a fixed location (xk, yk, 0) on the

ground in a three-dimensional (3D) coordinate system, where

νk = (xk, yk) ∈ R
2×1 denotes the horizontal location.

We focus on a particular mission period T , [0, T ],
with finite duration T in second (s), in which the UAV flies

horizontally at a fixed altitude H ≥ 0. For ease of exposition,

we discretize the whole period T into N time slots each with

a given duration δt = T/N , where δt is sufficiently small

such that the UAV’s location is approximately unchanged

during each slot. Let (x[n], y[n], H) denote the time-varying

location of the UAV at time slot n ∈ N , {1, ..., N}, where

u[n] = (x[n], y[n]) denotes the UAV’s horizontal location.

Let uI and uF denote the UAV’s horizontal initial and final

locations, respectively, which are predetermined based on the

specific UAV mission. As a result, we have the following UAV

flight constraints:

‖u[n]− u[n− 1]‖ ≤ Vmaxδt, ∀n ∈ N , (1)

u[0] = uI, u[N ] = uF, (2)

1In the isolated case, the data sharing among different GBSs is generally
infeasible. If different GBSs are connected with fiber links, then they may
be able to efficiently share their data to enable more advanced cooperative
IC. This causes overhead in data exchange. In general, there exists a tradeoff
between the interference cancellation gain and the overhead cost. However,
as we do not consider the backhaul cost, how to evaluate it is an interesting
topic that is left for future work.

where ‖ · ‖ denotes the Euclidean norm, and Vmax denotes the

maximum UAV speed.

We consider a quasi-static channel model, in which the

wireless channels remain unchanged over each time slot. In

general, the A2G wireless links are mainly dominated by

the LoS propagation due to the UAV’s relatively high flight

altitude [16]. Therefore, we denote the channel power gain

from the UAV to each GBS k ∈ K as

hk(u[n])=β0d
−α
k (u[n])=β0/(H

2+‖u[n]−νk‖
2)α/2, (3)

where α ≥ 2 denotes the pathloss exponent, β0 denotes the

channel power gain at the reference distance of d0 = 1 m, and

dk(u[n]) =
√

H2 + ‖u[n]− νk‖2 denotes the distance from

the UAV to GBS k ∈ K at time slot n ∈ N . Furthermore, we

assume that the GUs stay at slow-varying or fixed locations.

Accordingly, we denote gk as the channel power gain between

GBS k ∈ K and its associated GU, which is assumed to

remain unchanged over the mission period, and thus can

be known by the GBSs a-priori to facilitate the adaptive

IC and trajectory design. Furthermore, let qk[n] ≥ 0 and

p[n] ≥ 0 denote the transmit powers of GU k and the UAV

at time slot n ∈ N , and P and Qk denote their maximum

transmit powers, respectively. Thus, we have p[n] ≤ P and

qk[n] ≤ Qk, ∀k ∈ K, n ∈ N .

Next, we consider the cellular-connected UAV commu-

nication. Suppose that the UAV adopts the adaptive rate

transmission, by setting the transmission rate as r[n] ≥ 0,

which is a variable to be optimized later. Accordingly, at each

time slot n, each GBS can determine whether to decode the

UAV’s messages or treat them as noise. Let τk[n] ∈ {0, 1}
denote the decoding mode of GBS k ∈ K at time slot n ∈ N ,

where τk[n] = 1 means that GBS k needs to decode the UAV’s

messages (with IC) and τk[n] = 0 otherwise (with TIN). To

ensure the UAV’s communication, at least one GBS should

successfully decode the UAV’s messages at each time slot

n ∈ N , and thus we have
∑

k∈K τk[n] ≥ 1, ∀n ∈ N . Notice

that the achievable rate from the UAV to GBS k ∈ K at time

slot n ∈ N is given by

Rk(p[n],u[n], qk[n]) = log2

(

1 +
hk(u[n])p[n]

σ2
k + qk[n]gk

)

, (4)

where σ2
k denotes the background noise power at GBS k

containing the potential terrestrial inter-cell interference from

other GUs. 2 Therefore, it must follow that

τk[n]r[n] ≤ Rk(p[n],u[n], qk[n]), ∀k ∈ K, n ∈ N . (5)

Then, we consider the decoding of the associated GU k’s

messages at each GBS k ∈ K. Consider a particular time

slot n ∈ N . If τk[n] = 1 holds with the UAV’s messages

successfully decoded, then GBS k can adopt IC, i.e., GBS

2 Note that in practice the ground-to-ground (G2G) inter-cell interference
depends on various issues such as the location of the GUs in the nearby
cells and the transmit power of that user. Here, the background noise power
σ2
k

is considered to be constant to facilitate the offline trajectory design
to characterize the performance limits, which can be appropriately set and
served as an upper bound of the potential G2G inter-cell interference in
practical implementation. Accordingly, these GUs need to implement the
online transmit power control to meet such interference limitations, which
is left for future research.
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k can first cancel the UAV’s resulting interference, and then

decode the GU’s messages. In this case, the achievable rate of

GU k at time slot n is

R̄IC
k (qk[n]) = log2(1 + gkqk[n]/σ

2
k). (6)

On the other hand, if τk[n] = 0, then GBS k needs to decode

the messages of GU k by TIN (i.e., treating the interference

from the UAV as noise). As a result, its achievable rate is

given by

R̄TIN
k (p[n],u[n], qk[n])=log2

(

1+
gkqk[n]

σ2
k+hk(u[n])p[n]

)

. (7)

Our objective is to maximize the UAV’s average throughput

(i.e., 1
N

∑

n∈N r[n]) over the mission period, while ensuring

the GUs’ communication requirements. In particular, we sup-

pose that at each time slot n ∈ N , the achievable rate of each

GU must be no less than a certain threshold Γk ≥ 0. The deci-

sion variables include the UAV trajectory {u[n]}, the transmit

power of the UAV {p[n]} and GUs {qk[n]}, the decoding

mode of GBSs {τk[n]}, as well as the UAV’s transmission

rate {r[n]}. Therefore, the throughput maximization problem

of our interest is formulated as

(P1): max
{τk[n]},{qk[n]},{p[n]},{u[n]},{r[n]≥0}

1

N

∑

n∈N
r[n]

s.t. ‖u[n]− u[n− 1]‖ ≤ Vmaxδt, ∀n ∈ N (8)

u[0] = uI, u[N ] = uF (9)

0 ≤ p[n] ≤ P, 0 ≤ qk[n] ≤ Qk, ∀k ∈ K, n ∈ N (10)
∑

k∈K
τk[n] ≥ 1, τk[n] ∈ {0, 1}, ∀k ∈ K, n ∈ N

(11)

τk[n]r[n] ≤ Rk(p[n],u[n], qk[n]), ∀k ∈ K, n ∈ N (12)

τk[n]R̄
IC
k (qk[n]) + (1− τk[n])R̄

TIN
k (p[n],u[n], qk[n])

≥ Γk, ∀k ∈ K, n ∈ N . (13)

Here, (8) and (9) denote the UAV flight constraints, (10)

denotes the power constraints for both the UAV and GUs,

(11) denotes the decoding mode constraints for GBSs, (12)

denotes the rate constraints for the UAV, and (13) denotes the

minimum rate constraints for GUs. Note that problem (P1) is

a mixed-integer non-convex problem, as the variable {τk[n]}
are binary, and the constraints in (12) and (13) are non-convex

due to the coupling of variables.

Before proceeding, we check the feasibility of problem

(P1). Notice that problem (P1) is feasible, as long as the

mission duration T is sufficient for the UAV to fly from the

initial location to the final location (i.e., ‖uF −uI‖ ≤ VmaxT )

and the communication requirements of GUs can be met at

their maximum powers under the IC mode (i.e., R̄IC
k (Qk) ≥

Γk, ∀k ∈ K).3 In practice, the UAV mission duration T cannot

exceed the UAV’s maximum battery lifetime Tmax. Supposing

that T and {Qk} are sufficiently large, we focus on the case

when problem (P1) is feasible in the sequel.

3It is observed from (6) and (7) that the IC mode is able to achieve no
smaller data rate than that by TIN mode, provided that the rate constraints
in (5) are met. Notice that we can always make (5) satisfied by setting the
UAV’s transmission rate r[n] to be zero. Therefore, it is sufficient to consider
the IC mode for checking the feasibility of problem (P1).

III. PROPOSED SOLUTION TO PROBLEM (P1)

In this section, we propose an efficient algorithm to solve

problem (P1) iteratively by using the technique of alternating

optimization. In particular, in each iteration we optimize the

resource allocation (i.e., the decoding mode of GBSs {τk[n]},

and the power control of GUs {qk[n]} and the UAV {p[n]}), as

well as the UAV trajectory {u[n]}, in an alternating manner,

by assuming the other to be given.

A. Resource Allocation Optimization for (P1) Under Given

UAV Trajectory

Under any given UAV trajectory {u[n]}, problem (P1) is

reduced to

(P1.1): max
{τk[n]},{qk[n]},{p[n]},{r[n]≥0}

1

N

∑

n∈N
r[n]

s.t. (10), (11), (12), (13).

It is observed that problem (P1.1) can be decomposed into

N subproblems in problem (P1.2), each corresponding to

optimizing {τk[n]}, {qk[n]}, p[n], and r[n] at time slot n ∈ N
with a given UAV location u[n].

(P1.2): max
{τk[n]},{qk[n]},p[n],r[n]≥0

r[n]

s.t. 0 ≤ p[n] ≤ P, 0 ≤ qk[n] ≤ Qk, ∀k ∈ K (14)
∑

k∈K
τk[n] ≥ 1, τk[n] ∈ {0, 1}, ∀k ∈ K (15)

τk[n]r[n] ≤ Rk(p[n],u[n], qk[n]), ∀k ∈ K (16)

τk[n]R̄
IC
k (qk[n]) + (1 − τk[n])R̄

TIN
k (p[n],u[n], qk[n])

≥ Γk, ∀k ∈ K. (17)

To solve problem (P1.2), we first solve for {qk[n]}, p[n], and

r[n] by considering the decoding mode {τk[n]} to be fixed,

and then compare the achieved objective values under different

{τk[n]} to obtain the optimal solution.

First, consider the case when {τk[n]} are given. In this case,

let KIC = {k ∈ K|τk[n] = 1} denote the set of GBSs adopting

the IC mode and KTIN = {k ∈ K|τk[n] = 0} denote that

adopting the TIN mode. If GBS k ∈ KIC, based on constraints

(16) and (17), the optimal power allocation of GU k ∈ KIC is

q*
k[n] = (2Γk − 1)σ2

k/gk, ∀k ∈ KIC. (18)

In this case, constraints (16) and (17) respectively become

r[n] ≤ Rk(p[n],u[n], q
*
k[n]), ∀k ∈ KIC, (19)

R̄TIN
k (p[n],u[n], qk[n]) ≥ Γk, ∀k ∈ KTIN. (20)

As a result, problem (P1.2) under given {τk[n]} is reduced

as

(P1.3): max
{qk[n]},p[n],r[n]≥0

r[n]

s.t. (14), (19), (20).

It is easy to observe that at the optimality of problem (P1.3),

the constraints in (20) must be met with strict equality, i.e.,

R̄TIN
k (p[n],u[n], qk[n]) = Γk, ∀k ∈ K, (21)
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and accordingly, we have

p[n] =
gkqk[n]

(2Γk − 1)hk(u[n])
−

σ2
k

hk(u[n])
, ∀k ∈ K. (22)

Furthermore, by combining (22) with constraint (14), we have

the optimal power allocation of GU k ∈ KTIN as

q*
k[n] = Qk, ∀k ∈ KTIN, (23)

and

p[n] ≤ mink∈KTIN

(

gkQk

(2Γk − 1)hk(u[n])
−

σ2
k

hk(u[n])

)

. (24)

Notice that the achievable rate of the UAV or the objective

value of problem (P1.3) is monotonically increasing with

respect to p[n]. Therefore, based on (24) and p[n] ≤ P , we

obtain the optimal solution of p[n] as

p∗[n]=min

(

min
k∈KTIN

(

gkQk

(2Γk−1)hk(u[n])
−

σ2
k

hk(u[n])

)

, P

)

.

(25)

Accordingly, based on (19), the optimal rate r[n] of the UAV

is given as

r∗[n] = mink∈KIC

(

Rk(p
∗[n],u[n], q*

k[n])
)

. (26)

By combining (18), (23), (25), and (26), the optimal solution

to problem (P1.2) with fixed {τk[n]} is obtained.

Next, we compare the obtained achievable rate or optimal

objective value in (26) of problem (P1.3) under different values

of {τk[n]}. Notice that due to the constraints in (15), there are

a total number of 2K−1 options with at least one of the τk[n]’s
must be one. By comparing the 2K−1 optimal values, we can

get the optimal decoding mode solution to problem (P1.2) as

{τ⋆k [n]}. Accordingly, the optimal solution {q∗k[n]}, p∗[n], and

r∗[n] in (18), (23), (25), and (26) under the optimal {τ⋆k [n]}
correspond to the optimal solution {q⋆k[n]}, p⋆[n], and r⋆[n] to

problem (P1.2). As such, problem (P1.2) is optimally solved.

Accordingly, problem (P1.1) is solved.

B. UAV Trajectory Optimization for (P1) Under Given Re-

source Allocation

Under any given resource allocation {τk[n]}, {qk[n]}, and

{p[n]}, problem (P1) is reduced as the following trajectory

optimization problem:

(P1.4): max
{u[n]},{r[n]≥0}

1

N

∑

n∈N
r[n]

s.t. (8), (9), (12), (13).

Notice that problem (P1.4) is still a non-convex optimization

problem, as the constraints in (12) and (13) are non-convex

with respect to {u[n]}. Therefore, problem (P1.4) cannot be

solved by standard convex optimization techniques. To tackle

this difficulty, we adopt the SCA-based algorithm to obtain an

efficient solution, which is implemented in an iterative manner

as follows.

Consider each iteration j ≥ 1, in which the local trajectory

point is denoted as {u(j)[n]}. Accordingly, the non-convex

constrains in (12) and (13) can be approximated into convex

forms as follows. First, we consider constraint (12). Note that

Rk(p[n],u[n], qk[n]) in (4) is a convex function with respect to

‖u[n]−νk‖2. As the first-order Taylor expansion of a convex

function is a global underestimate of the function value, we

have

Rk(p[n],u[n], qk[n]) ≥ R̂
lb(j)
k (p[n],u[n], qk[n]), (27)

with

R̂
lb(j)
k (p[n],u[n], qk[n]) , Rk(p[n],u

(j)[n], qk[n])

−A
(j)
k [n](‖u[n]− νk‖

2 − ‖u(j)[n]− νk‖
2), (28)

where A
(j)
k [n] = 1

2αp[n]β0/ ln 2(p[n]β0dk(u
(j)[n]) + (σ2

k +
gkqk[n])d

α+1
k (u(j)[n])). Therefore, the non-convex constraints

in (12) can be approximated as the following convex con-

straints:

τk[n]r[n] ≤ R̂
lb(j)
k (p[n],u[n], qk[n]), ∀k ∈ K, n ∈ N . (29)

Next, for constraint (13), we rewrite R̄TIN
k (p[n],u[n], qk[n]) as

R̄TIN
k (p[n],u[n], qk[n]) = log2

(

σ2
k + p[n]hk(u[n]) + qk[n]gk

)

− log2
(

σ2
k + hk(u[n])p[n]

)

. (30)

Note that the first term at the right-hand-side (RHS) in (30)

is a convex functions with respect to ‖u[n]−νk‖2. Similarly,

we have

log2
(

σ2
k + hk(u[n])p[n] + gkqk[n]

)

≥ log2

(

σ2
k + hk(u

(j)[n])p[n] + gkqk[n]
)

−B
(j)
k [n](‖u[n]− νk‖

2 − ‖u(j)[n]− νk‖
2)

, Ř
lb(j)
k (p[n],u[n], qk[n]), (31)

where B
(j)
k [n] = 1

2αp[n]β0/ ln 2((σ
2
k + p[n]β0d

−α
k (u(j)[n])+

qk[n]gk)d
α+1
k (u(j)[n])). Therefore, the non-convex constraints

in (13) can be approximated as the following convex con-

straints:

τk[n]R̄
IC
k (qk[n]) + (1− τk[n])(Ř

lb(j)
k (p[n],u[n], qk[n])

− log2(σ
2
k + hk(u[n])p[n])) ≥ Γk, ∀k ∈ K, n ∈ N . (32)

As a result, with given local point {u(j)[n]}, problem (P1.4)

is approximated as the following convex optimization problem

(P1.5), which can thus be solved optimally via standard convex

optimization techniques such as CVX [24].

(P1.5): max
{u[n]},{r[n]≥0}

1

N

∑

n∈N
r[n]

s.t. (8), (9), (29), (32).

The obtained optimal solution to problem (P1.5) under given

local point {u(j−1)[n]} is given as {u(j)[n]}, which is then

used as the local point for the next iteration j + 1. As the

obtained objective value of problem (P1.4) is monotonically

non-decreasing for each iteration and the optimal value is

upper bounded, it is clear that the SCA-based update will lead

to a converged solution to problem (P1.4).
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C. Complete Algorithm for Solving (P1)

By combining the solutions in Sections III-A and III-B,

we solve problem (P1) by updating the variables iteratively

in an alternating manner. In each iteration, we first solve

problem (P1.1) under given {u[n]} to derive the closed-

form solutions of {τk[n]}, {qk[n]}, {p[n]}, and {r[n]}, and

then solve problem (P1.4) based on SCA under the obtained

{τk[n]}, {qk[n]}, and {p[n]} to update {u[n]} and {r[n]}. The

complete algorithm for solving problem (P1) is summarized

in Table I. For each iteration, the updated objective value of

problem (P1) is ensured to be monotonically non-decreasing,

and as a result, the convergence of the proposed algorithm for

problem (P1) is ensured. Please refer to Appendix A for the

detailed convergence proof.

TABLE I
COMPLETE ALGORITHM FOR SOLVING PROBLEM (P1)

1. Initialization: Set the initial UAV trajectory as {û(0)[n]}, and set i =
1.

2. Repeat:

1) Solve problem (P1.1) for resource allocation optimization

under given UAV trajectory {û(i−1)[n]}:

a. Decompose problem (P1.1) into N subproblems as problem
(P1.2) for each time slot n ∈ N ;

b. Solve problem (P1.2) under given decoding mode (i.e., problem
(P1.3)), and obtain the optimal power allocation solution based
on (18), (23), (25), and (26);

c. Compare the optimal objective value of problem (P1.3) under
the 2K − 1 decoding modes, and obtain the optimal decoding

mode solution {τ̂
(i)
k

[n]} to problem (P1.2), then calculate
the optimal solution of {q⋆

k
[n]}, p⋆[n], and r⋆[n] under the

optimal decoding mode {τ̂
(i)
k

[n]} to problem (P1.2);

d. Obtain the resource allocation {q̂
(i)
k

[n]} and p̂(i)[n] during T
based on the optimal solution to problem (P1.2) for each time
slot n ∈ N .

2) Solve problem (P1.4) for UAV trajectory optimization under

given resource allocation {τ̂
(i)
k

[n]}, {q̂
(i)
k

[n]}, and {p̂(i)[n]},

set j = 1 and {u(0)[n]} = {û(i−1)[n]}.

a. Repeat:

a) Solve the convex optimization problem (P1.5) under given

local point {u(j−1)[n]}, and obtain the optimal solution

{u(j)[n]} and {r(j)[n]};
b) j = j + 1.

b. Until converge or reach a maximum number of iterations, and

set {û(i)[n]} = {u(j)[n]} and {r̂(i)[n]} = {r(j)[n]}.

3) i = i+ 1.

3. Until converge or reach a maximum number of iterations.

Complexity Analysis: First, the complexity of wireless re-

source allocation via solving (P1.2) is given by O(NK2K).
This is due to the fact that in each of the N implementations,

{τk[n]} are determined by comparing the obtained 2K − 1
options, where (25) and (26) respectively have a complexity

of O(K). Next, solving problem (P1.4) by solving its ap-

proximating problem (P1.5) via CVX [23], the interior point

method has a complexity of O(K1.5N3.5). By letting LAO

and LSCA denote the numbers of iterations in the alternating

optimization for problem (P1) and the SCA for problem (P1.4),

respectively, the computation complexity of the proposed

alternating optimization-based approach for solving problem

(P1) is O(LAO(NK2K + LSCAK
1.5N3.5)).

Remark 3.1: The joint design of UAV trajectory and wireless

resource allocation requires the coordination among the GBSs,

GUs, and the UAV. This can be controlled by a centralized

network controller (e.g., the cloud in the cloud radio access

network (CRAN)). In practice, the centralized controller needs

to collect both flight-related and channel state information of

the wireless network with UAV integrations, and then imple-

ment the proposed algorithm to obtain the resource allocation

and UAV trajectory. After that, the controller can send the

corresponding information signals to all GBSs, GUs, and the

UAV, which can then accordingly determine their transmission

schemes to implement the cooperative design. Notice that in

general such a scheduling process should be implemented

in an offline manner to provide rough trajectory planning,

which can be refined later based on an additional online

design relying on real-time information [17]. Such offline

trajectory design methods have been commonly adopted in

the literature, such as, e.g., [18]–[20]. It is also worth noting

that the considered interference cancellation design does not

require data sharing among GBSs [9]–[11], and thus can be

implemented independently on each GBS, without modifying

the communication protocol. This is more effective in practical

implementation.

IV. NUMERICAL RESULTS

This section provides numerical results to validate the

performance of the proposed joint design, as compared with

the following five benchmark schemes.

• Upper bound with T → ∞: When T → ∞, the UAV’s

maximum flying speed constraints in (8) and the initial

and final locations constraints in (9) can be ignored, and

the resultant throughput becomes the performance upper

bound. In this case, the corresponding optimization prob-

lem can be solved via a two-dimensional (2D) exhaustive

search to find the optimal UAV hovering location together

with the solution to problem (P1.1) to find the optimal

resource allocation.4

• Straight-fly scheme: The UAV flies straight from the ini-

tial to the final locations at a uniform speed ‖uF−uI‖/T .

This scheme corresponds to solving problem (P1.1) under

a given UAV trajectory. This is also adopted as the initial

UAV trajectory for the proposed design.

• Successive-hover-fly scheme: In this scheme, the UAV

trajectory is obtained by solving a traveling salesman

problem (TSP) among the initial and final locations as

well as three GBSs to find the shortest path to visit

them. In addition, the hovering time at each GBS can

be obtained by solving a linear program [22].

• Egoistic decoding scheme: In this scheme, only one GBS

decodes the UAV’s messages at each time slot n ∈ N .

This scheme corresponds to solving problem (P1) by

replacing constraint (11) as
∑

k∈K τk[n] = 1, ∀n ∈ N .

• Altruistic decoding scheme: In this scheme, all GBSs

are enabled to decode the UAV’s messages. This scheme

4Notice that we cannot obtain the optimal solution under the general case
of T , but we can obtain an upper bound by considering T goes to infinity,
as adopted in [22].
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Fig. 3. The average throughput of the UAV versus mission duration T .

corresponds to solving problem (P1) under fixed decoding

mode with τk[n] = 1, ∀k ∈ N , n ∈ N , where constraint

(12) becomes r[n] ≤ mink∈K Rk(p[n],u[n], qk[n]), ∀n ∈
N .

In the simulation, suppose that there are K = 3 GBSs and

GUs distributed within a geographic area of size 1 × 1 km2,

as shown in Fig. 2. We set the flying altitude of the UAV

as H = 100 m, the reference channel power gain as β0 =
−30 dB, the pathloss exponent as α = 2, the noise power

as σ2
k = −50 dBm, ∀k ∈ K, the maximum UAV speed as

Vmax = 50 m/s, the maximum transmit power of the UAV

as P = 30 dBm, the maximum transmit power of GUs as

Qk = 30 dBm, k ∈ K, and the minimum rate threshold of

GUs as Γk = 2 bps/Hz, ∀k ∈ K. We consider a simplified

path loss model for the ground wireless channels as gk =
θ0(Θk/d0)

−ǫ, ∀k ∈ K, where ǫ = 3 is the pathloss exponent,

θ0 = −40 dB corresponds to the pathloss at the reference

distance of d0 = 1 m, Θk denotes the distance from the GBS

to its associated GU. The mission period T is discretized into

N = 200 time slots.

Fig. 2 shows the optimized UAV trajectory projected on

the horizontal plane with T = 150 s. It is observed that for

the proposed design, the UAV first reaches a point between

GBSs 1 and 2, then flies towards GBS 3, and hovers there

for around 92 s. The UAV is observed to first connect with

GBS 1 from 0 to 18.75 s, then with both GBSs 1 and 2 from

18.75 s to 24.75 s, and finally with GBS 3, thus maximizing

the UAV communication performance while protecting the

GUs’ communications. By contrast, for the egoistic decoding
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Fig. 4. The convergence of the proposed design and benchmark schemes.

scheme, the UAV is observed to fly close to GBS 1 and GBS

3, as it needs to connect with them in time interval [0, 27.75 s]
and (27.75 s, 150 s], respectively. For the altruistic decoding

scheme, the UAV is observed to fly among the three GBSs,

as all the GBSs need to decode the messages of the UAV. For

the straight-fly scheme, the UAV is observed to connect with

GBSs 1 and 3 during the whole period T . For the successive-

hover-fly scheme, the UAV successively visits GBSs 2, 1, and

3, and hovers above GBS 3 for around 88.25 s.

Fig. 3 shows the average throughput of the UAV versus the

mission duration T . It is observed that as T becomes larger, the

UAV’s average throughput increases for all the five schemes

except for the upper bound with T → ∞, as the UAV can

better exploit the mobility via hovering at desired locations for

longer durations. It is also observed that the proposed design

achieves the highest throughput among the five schemes over

all regimes of T and approaches the performance upper bound

with T → ∞, by jointly exploiting both trajectory design

and adaptive IC over time. The egoistic decoding scheme is

observed to perform worse than our proposed design, as the

UAV needs to keep a certain distance from the GBSs other

than the specific associated GBSs to meet the minimum rate

requirement of GUs. The successive-hover-fly scheme and the

straight-fly scheme are observed to perform even worse, due

to the ignorance of the UAV trajectory design. Furthermore,

the altruistic decoding scheme is observed to perform worst,

as the UAV’s transmission rate needs to be sufficiently low so

that all GBSs can decode the UAV’s messages.

Fig. 4 shows the convergence of the proposed design and

the benchmark schemes. It is observed that the proposed

design takes around 9 iterations to convergence; while the

egoistic decoding scheme and the altruistic decoding scheme

respectively take 6 and 10 iterations to convergence.

In order to demonstrate the feasibility of the considered

problem under the above setup, we provide numerical results

to respectively show the feasible ranges of the UAV’s mission

duration T and the communication requirements of GUs Γk,

as shown in Figs. 5 and 6. Fig. 5 shows the performance

versus different values of the UAV’s mission duration T .

It is observed that for the successive-hover-fly scheme, it

takes at least 36.884 s to visit all the three GBSs and hover

above them. For the other four schemes, the minimum time

requirement is 28.284 s. As a result, under the considered
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setups, the feasible ranges of the UAV’s mission duration

T for the successive-hover-fly scheme and the other four

schemes are [36.884 s, Tmax) and [28.284 s, Tmax), respectively.

Fig. 6 shows the performance versus different values of the

communication requirement of GUs Γk. It is also observed

that all the schemes are feasible when the communication

requirement Γk is no greater than 5 bps/Hz. Accordingly, the

feasible range of the communication requirements of GUs Γk

under the considered setups is (0, 5 bps].

Furthermore, we validate the performance of the proposed

design under a different setup as shown in Figs. 7 and 8.

Fig. 7 shows the optimized UAV trajectory projected on the

horizontal plane with T = 150 s based on a different setup.

It is observed that the UAV first flies to visit GBSs 1, 2, and

3, then flies towards the final location for all the schemes

except the straight-fly scheme, due to the fact that the three

GBSs are distributed in a relatively close range. And the

hovering locations for these schemes are the same as the

optimal hovering locations corresponding to the case with

T → ∞. Fig. 8 shows the corresponding average throughput of

the UAV versus the mission duration T . Similar observations

can be found as in Fig. 3 that as T becomes larger, the UAV’s

average throughput increases for all the five schemes. It is

also observed that the proposed design achieves the highest

throughput among the five schemes over all regimes of T and

approaches the performance upper bound with T → ∞. In

addition, in such a case where the GBSs are closely distributed,

the performance gaps between the proposed scheme and the
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benchmark schemes are relatively reduced.

V. CONCLUSION

This letter studied an uplink spectrum sharing scenario for

a cellular-connected UAV, in which a UAV user communicates

with GBSs by sharing the spectrum with GUs. We proposed a

new approach that jointly exploits the trajectory optimization

and adaptive IC to maximize the data-rate throughput of the

UAV, while protecting the communication data-rate of each

GU. How to extend the results to the cases with multiple

UAVs, spectrum sharing of both uplink and downlink, more

practical channel models, 3D UAV trajectory design, or online

designs are interesting directions worth pursuing in future

research.

APPENDIX A

CONVERGENCE PROOF OF THE PROPOSED ALGORITHM

To verify the convergence of the proposed alternating opti-

mization based algorithm in Table I, in the following we show

that in each iteration i ≥ 1, the obtained objective values of

problem (P1) are monotonically non-decreasing. For notational

convenience, let Â
(i)

= {{τ̂k
(i)[n]}, {q̂

(i)
k [n]}, {p̂(i)[n]}},

Û
(i)

= {û(i)[n]}, and r̂
(i) = {r̂(i)[n]} denote the ob-

tained resource allocation, UAV trajectory, and UAV’s trans-

mission rate at each outer iteration i of alternating opti-

mization. Accordingly, we denote R̂avg(Â
(i)
, Û

(i)
, r̂(i)) and
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R̂avg
RA(Â

(i)
, Û

(i)
, r̂(i)) as the correspondingly achieved objec-

tive values of problem (P1) and problem (P1.1) based on

Â
(i)

, Û
(i)

, and r̂
(i)

, respectively. Let U (j) = {u(j)[n]} and

r(j) = {r(j)[n]} denote the obtained UAV trajectory and

UAV’s transmission rate at each inner iteration j of SCA

and Ravg
TO (Â

(i)
,U (j), r(j)) as the correspondingly achieved

objective value of problem (P1.5) based on Â
(i)

, U (j), and

r(j), respectively.

First, note that for any outer iteration i ≥ 1, the resource

allocation Â
(i)

and the UAV’s transmission rate r̂
(i)

corre-

spond to the optimal solution to problem (P1.1) under given

UAV trajectory Û
(i−1)

. Therefore, we have

R̂avg(Â
(i)
, Û

(i−1)
, r̂(i)) = R̂avg

RA(Â
(i)
, Û

(i−1)
, r̂(i))

≥ R̂avg
RA(Â

(i−1)
, Û

(i−1)
, r̂(i−1))

= R̂avg(Â
(i−1)

, Û
(i−1)

, r̂(i−1)). (33)

Next, we consider the update of the UAV trajectory Û
(i)

and the UAV’s transmission rate r̂
(i)

to problem (P1.4) under

given resource allocation Â
(i)

, by solving its approximated

problem (P1.5) via SCA. Consider the SCA initialized as

U
(0) = Û

(i−1)
. Then, for each inner iteration j ≥ 1, since

the first-order Taylor expansions in (27) and (31) are tight at

the given local UAV trajectory points U (j−1), respectively, we

have

R̂avg(Â
(i)
,U (j−1), r(j−1))=Ravg

TO (Â
(i)
,U (j−1), r(j−1)). (34)

Furthermore, as the UAV trajectory U
(j) and the UAV’s

transmission rate r(j) are the optimal solution to problem

(P1.5) under given resource allocation Â
(i)

and local UAV

trajectory points U
(j−1), we have

Ravg
TO (Â

(i)
,U (j), r(j)) ≥ Ravg

TO (Â
(i)
,U (j−1), r(j−1)). (35)

By combining (34) and (35), it follows that

R̂avg(Â
(i)
,U (j), r(j)) ≥ R̂avg(Â

(i)
,U (j−1), r(j−1)). (36)

In other words, the obtained objective value of problem (P1.4)

is monotonically non-decreasing for each inner iteration. As

the objective value of problem (P1.4) is upper bounded, it

is clear that the SCA-based update will lead to a converged

solution to problem (P1.4). As such, we have

R̂avg(Â
(i)
, Û

(i)
, r̂(i)) = R̂avg(Â

(i)
,U (j), r(j)). (37)

By combining (33), (36), and (37), it is clear that

R̂avg(Â
(i)
, Û

(i)
, r̂(i)) ≥ R̂avg(Â

(i−1)
, Û

(i−1)
, r̂(i−1)), (38)

which indicates that the objective value of problem (P1) is

monotonically non-decreasing after each outer iteration of

the alternating-optimization-based algorithm. As a result, the

convergence of the proposed algorithm in Table I is finally

proved.
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