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Distributed Video Coding Based on Polar Codes
Grigorii Trofimiuk, Member, IEEE, Evgeny Belyaev, Peter Trifonov, Member, IEEE

Abstract—In this letter we present an improved distributed
video coding (DVC) scheme based on polar coding techniques.
Firstly, we adapt log-likelihood ratios (LLRs) for DVC with
integer implementation of a discrete cosine transform (DCT).
We propose a computationally efficient and numerically stable
modification of these LLRs based on the simplified methods of
polar codes decoding. We show that on average this approach
provides 0.3 dB PSNR gain for DVC with LDPC accumulated
(LDPCA) codes. Secondly, we introduce the nested shortened
polar codes construction algorithm. We demonstrate that replace-
ment of LDPCA by polar codes improves PSNR by 0.1 dB on
average, whereas, for videos with relatively high motion level,
the gain reaches up to 0.23, 0.39 and 0.55 dB for Group of
Pictures (GOP) lengths 2, 4 and 8 frames, respectively. Finally,
experimental results demonstrate that DVC with polar codes and
Tal-Vardy list decoder operates up to two times faster than DVC
with LDPCA code and belief propagation (BP) decoder.

Index Terms—Polar codes, distributed video coding.

I. INTRODUCTION

DVC is a video compression paradigm driven by emerging

applications, such as wireless low-power video surveillance

systems and visual sensor networks. Based on the information-

theoretic results of Slepian-Wolf (SW) [1] and Wyner-Ziv

(WZ) [2], it allows shifting the coding complexity from the

encoder to the decoder. Namely, the SW theorem claims that

for correlated sources X and Y , a near-lossless compression

can be achieved by separate encoding and joint decoding,

whereas Wyner and Ziv results extends this case to lossy

compression, when Y is available at the decoder [3]. In this

case, the source Y is referred to as side information (SI) and

can be considered as a noisy version of X , obtained via the

virtual correlation channel.

Numerous DVC schemes have been proposed in recent

years [4], including transform [5] domain coding with LDPCA

codes [6], and interval overlapped arithmetic coding [7], [8].

Polar codes proposed by Arikan [9] achieve the symmetric

capacity of a binary-input memoryless channel. They have low

complexity construction, encoding and decoding algorithms.

Moreover, polar codes were proven to be optimal for lossy

source compression and the binary WZ problem [10]. Several

studies investigated the application of polar codes for the

distributed source coding [11], [12], [13].

Considering [9], [10], we propose DVC scheme based on

with polar codes, which, to the best of the authors’ knowledge,

is implemented for the first time. The main contributions are

the following:
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1) Inspired by the simplified polar code decoding tech-

niques, the modified LLRs for SW decoding and the Laplace

model have been proposed. These LLRs are numerically

stable, easy to compute and provide on average 0.3 dB PSNR

gain for DVC with LDPCA codes and BP decoder.

2) We have introduced the construction of the nested

shortened polar codes suitable for DVC. In comparison with

LDPCA codes, the proposed scheme provides on average 0.1

dB PSNR gain, whereas, for videos with relatively high motion

level, the gain reaches up to 0.23, 0.39 and 0.55 dB for GOP

lengths 2, 4 and 8, frames, respectively. For the decoding

of polar codes we use the successive cancellation list (SCL)

decoder, and, as a result, almost twice WZ decoding speed

improvement with respect to DVC with LDPCA code and BP

decoder is provided.

The rest of the paper is organized as follows. In Section II

we describe the necessary notations, the basic DVC scheme

and the definition of polar codes. Section II introduces the

proposed approximated LLRs. Section IV presents nested

shortened polar code construction. Section V provides exper-

imental results. Conclusions are drawn in Section VI.

II. BACKGROUND

A. Notations

For a positive integer n, we denote by [n] the

set {0, 1, . . . , n − 1}. The vector ub
a is a subvector

(ua, ua+1, . . . , ub) of a vector u. For vectors a and b, we

denote their concatenation by a.b. By A⊗m we denote the

m-fold Kronecker product of the matrix A by itself.

B. Basic Distributed Video Coding Framework

The DVC architecture used in this work is depicted in Fig.

1 and operates as follows [14]. An input video sequence is

split into GOP, where the first frame is Intra encoded (key

frame) by H.264/AVC (without motion prediction) and the

remaining frames are WZ encoded (WZ frame). The part of

DVC responsible for lossy compression of a WZ frame is

designated as WZ codec consisting of the following steps:
1) Discrete cosine transform: A w×h WZ frame is divided

into non-overlapped 4 × 4 blocks, which the integer DCT is

applied to. By collecting element (i, j) in each block, the DCT

band X(φ) with length n = w · h/16 is obtained, where φ =
s(i, j), and s(i, j) ∈ [16] is the order of DCT block scanning.

2) Quantization: Band X(φ) is quantized into a vector

X̂
(φ)
i = Qφ(X

(φ)
i ), i ∈ [n]. We consider an Mφ-level quan-

tizer Qφ(x), which maps a number x to a binary label b
µφ−1
0

of µφ bits, Mφ ≤ 2µφ . WZ codec uses eight different 4 × 4
quantization matrices Qf [4], where µs(i,j) = Qf [i, j]. The

index f determines the quality of the decoded WZ frame, re-

sulting in different rate-distortion (RD) points. In our scheme,

we use quantizers from [4], but with fixed quantization levels.

http://arxiv.org/abs/2301.07566v1
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Fig. 1. Basic Distributed Video Coding scheme

3) Slepian-Wolf Encoding: After quantization, bitplanes

b(l,φ), l ∈ [µφ], are collected, where b
(l,φ)
i is given by the l-th

bit of X̂
(φ)
i . Let us consider a chain of ω nested (n, ki) linear

codes Ci, Cω−1 ⊂ Cw−2 ⊂ · · · ⊂ C0, kw−1 = 0, k−1 = n,

with nested parity-check matrices Hi, i.e. Hi+1 =

(
Hi

Di

)
,

where Di is (ki−ki+1)×n matrix, Then, n-length syndromes

h(b,l) = b(l,φ)H⊤
ω−1 are computed and stored in a buffer. After

that, for each b(l,φ), the t-bit CRC is computed and sent to the

decoder together with hk0

0 .

4) Side Information Creation: On the WZ decoder side,

the key frames are decoded and the SI frame Y is created

by interpolating the closest frames already decoded [15].

Then, DCT S of Y is obtained. WZ problem implies [16]

X(φ) = S(φ) + V (φ), where V (φ) is a correlation noise (CN)

sample. A Laplace distribution with mean 0 and variance 2/α2
φ

is commonly used for CN modeling, which parameters are

estimated online [17].

5) Slepian-Wolf Decoding: The decoder of nested codes Ci
is used to successively obtain bitplanes b(l,φ). Starting from the

bitplane b(µφ−1,φ), for each b(l,φ) at level l, it calculates the

input LLRs Ln−1
0 regarding S(φ), αφ and the already decoded

bitplanes [16]. Given these LLRs, starting from i = 0, the de-

coder tries to obtain such vn−1
0 as hn−ki−1

0 = vn−1
0 H⊤

i . If the

CRC of vn−1
0 does not match the CRC of the corresponding

bitplane, then the additional chunk hn−ki−1
n−ki−1

of the syndrome is

requested from the WZ encoder buffer via a feedback channel.

If decoding of Cw−2 fails, the decoder receives the last chunk,

and the bitplane b(l,φ) is recovered as hn−1
0 (H⊤

ω−1)
−1.

The algorithm described above can be viewed as multistage

decoding of a multilevel code [18] with µφ levels and bit

reversed natural labeling. The channel codec used for lossless

compression of X̂(φ) is usually denoted as the Slepian-Wolf

codec (SWC). The scheme [14] uses the LDPCA code with the

sum-product BP decoder. The decoder also uses the received

syndrome hn−ki−1
0 for early termination when it converges

five times in a row to the same wrong hard decisions ĉ, i.e.

ĉH⊤
i 6= hn−ki−1

0 .

6) Reconstruction: The decoded bitplanes form a quantized

band X̂(φ). The reconstruction of X(φ) is performed consid-

ering both SI Y and X̂(φ) [19]. After X(φ) is reconstructed,

SI Y is refined [20] and used to update the CN parameter α.

C. Polar Codes

A (N = 2m, k) polar code [9] over F2 is a set of vectors

cN−1
0 = uN−1

0 Fm, where Fm =
(
1 0
1 1

)⊗m

is a matrix of the

polarizing transformation, ui, i ∈ F ⊂ [N ], are set to some

predefined values (frozen set), e.g. zero, |F| = N − k, and

the remaining values ui are set to the payload data. It can

be shown that the matrix Fm together with a memoryless

output symmetric channel W (y|x) gives rise to synthetic

bit subchannels W
(i)
m = W

(i)
m (yn−1

0 , ui−1
0 |ui) with transition

probability functions

W (i)
m (yn−1

0 , ui−1
0 |ui) =

1

2N−1

∑

u
N−1

i+1

n−1∏

j=0

W (yj |(u
N−1
0 Fm)j).

Classical polar codes are obtained by taking F as the set of

N−k indices i of bit subchannels W
(i)
m with the highest error

probability or the Bhattacharyya parameter Z(W
(i)
m ) [9].

III. LOG-LIKELIHOOD RATIOS FOR INTEGER DCT

A. Log-likelihood ratios in basic DVC scheme

Let sn−1
0 be a DCT band of SI S. We assume that the

quantizer Q outputs such labels bµ−1
0 that multistage decoding

starts from bits b0 and ends at bµ−1. Let us define a set

B(bl−1
0 ,U) =

{
x|x ∈ U , b̄ = Q(x), b̄l−1

0 = bl−1
0

}
.

For the Wyner-Ziv problem (see Section II-B4), floating point

DCT implementation, and Laplace model [19], we have [16]

P(bl0|si) =

∫

B(bl−1

0
,R)

P (x|si)dx =

∫

B(bl−1

0
,R)

α

2
e−α|x−si|dx. (1)

Probabilities P(bl0|si) can be analytically computed and used

to obtain soft-input LLRs of the SW decoder

L(̂bl−1
0 |si) = log

P(̂bl−1
0 .0|si)

P(̂bl−1
0 .1|si)

, (2)

where b̂l−1
0 are known bits of the i-th symbol.

We denote LLRs (2) as the basic ones, since they are

implemented in [14].

B. Proposed log-likelihood ratios

Recall that the DVC scheme, considered in this letter, uses

an integer implementation of DCT. Suppose that X
(φ)
i ∈ I.

For this setting, we propose to define the following probability

P (bl0|si) = ∆−1
∑

x∈B(bl−1

0
,I)

P (x|si), (3)

where ∆ =
∑

x∈I P (x|si) is the normalization coefficient.

As it was observed in [21], [22], in the context of polar and
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multilevel codes, the decoding can be simplified by replacing

summation with maximization in the expression for bit sub-

channel probabilities. Therefore, we introduce the following

values:

P̃ (bl0|si) = ∆−1 max
x∈B(bl−1

0
,I)

P (x|si). (4)

Then, the LLRs of the values (4) and the Laplace model are

given by

L(bl−1
0 |si) = log

P̃ (bl−1
0 .0|si)

P̃ (bl−1
1 .1|si)

= log

max
x∈B(bl−1

0
.0,I)

P (x|si)

max
x∈B(bl−1

0
.1,I)

P (x|si)

= α(R(1)(bl−1
0 |si)−R(0)(bl−1

0 |si)) = αR(bl−1
0 |si). (5)

where

R(j)(bl−1
0 |si) = min

x∈B(bl−1

0
.j,I)
|x− si|.

Let us observe that R(bl−1
0 |si) is a piecewise linear func-

tion that admits simple and numerically stable computation.

Namely, for the (0, 0) DCT band, 2µ-level uniform scalar

quantizer is used [4], which quantizes an integer Aj−1 ≤ x <
Aj into a label L(j), where Aj = (j + 1)2β−µ, j ∈ [2µ],

A−1 = −∞, Aµ = ∞, and
∑µ−1

k=0 L
(j)
k 2µ−k−1 = j. For

the vector bl−1
0 , we define the values γ = β − l − 1 and

a = 2γ ·
∑l−1

j=0 bj · 2
(l−j). It can be verified that

R(bl−1
0 |si) =





2γ , si < a,

−2γ, si ≥ a+ 2γ+1,

2γ−(si−a)−⌊(si−a)/2γ⌋, otherwise.

(6)

One can see that computation of (6) requires only integer

comparisons and summations. For other DCT bands, which

use uniform scalar quantizers with doubled zero interval [4],

similar expressions for R(bl−1
0 |si) can be also obtained.

IV. CONSTRUCTION OF RATE-COMPATIBLE POLAR CODES

As described in Section II-B3, SWC requires the construc-

tion of a chain of nested linear codes. Polar code construction

allows length 2t only. To obtain a polar code of arbitrary length

n, we consider the shortening of 2t length polar code at the

last 2t − n positions, t = ⌈log2 n⌉. Then, to construct nested

codes, we propose to compute a sequence R of integers such

that the bit subchannel W
(Rj)
m becomes sufficiently unreliable

after the subchannel W
(Rj+1)
m , while degrading the quality of

the underlying channel. As a result, the frozen set for the (n, k)
code in the chain is given by

{
Rn−k−1

0

}
.

Consider a family of binary discrete memoryless channels

(B-DMCs) W (σ) indexed by a parameter σ ≥ 0 and ordered

with respect to degradation, i.e. W (σ1) �W (σ2)⇔ σ1 > σ2.

Lemma 1 ([10]). Let W : {0, 1} → Y and W ′ : {0, 1} → Y ′

be two B-DMCs such that W � W ′, then for all i,W
(i)
N �

W
′(i)
N and hence Z(W

(i)
m ) ≥ Z(W

′(i)
m ).

By Z
(σ)
i we denote a Bhattacharyya parameter of the i-th

bit subchannel after the application of polarizing transform

to W (σ). The DVC scheme implies that the variance of the

correlation channel (i.e. quality of SI) differs from frame to

frame; thus, nested codes for SW coding should be suitable

for different channel conditions. That is, relying on Lemma 1,

we propose to construct nested polar codes by varying channel

conditions.

Algorithm 1: GetReliabilitySequence(n, T, ǫ)

1 R← 0n; // Reliability sequence vector

2 F ← ∅; // Indices already in R
3 for i ∈ [n] do

4 Find such σ that T − ǫ ≤ minj∈[n]\F Z
(σ)
j ≤ T + ǫ;

5 j⋆ ← argminj∈[n]\F Z
(σ)
j ;

6 Rn−i−1 ← j⋆,F ← F ∪ {j⋆};

7 return R

Alg. 1 presents the proposed nested code construction. It

changes σ to add the next index to the reliability sequence

Rn−1
0 . At line 4 we adjust the channel quality parameter σ

so that the minimum value of the Bhattacharyya parameter

among the subchannels, which were not added to R, belongs

to the interval [T − ǫ;T + ǫ], T ∈ (0; 1), 0 ≤ ǫ < T . Lemma 1

ensures that Z
(σ)
Ri+1

< Z
(σ)
Ri

for any fixed σ > 0 and i ∈ [n].
In this letter we set W (σ) as AWGN channel with variance

σ2. The values of Z
(σ)
i for shortened polar codes can be

estimated by the Tal-Vardy method [23], density evolution [24]

or the Gaussian approximation (GA) [25], which is here used

due to its computational efficiency.

It should be noted that, for the shortened polar code (see

Section II-C), (H⊤
w−1)

−1 is a submatrix of the Arikan matrix

Ft, t = ⌈(log2 n)⌉. Due to its recursive structure, the original

bitplane b(φ,l) = hn−1
0 (H⊤

w−1)
−1 can be obtained in O(2t · t)

operations. This is much simpler in comparison with the case

of LDPCA codes, which, to the best of authors’ knowledge,

have no fast algorithms for generator matrix multiplication.

In this paper we consider the usage of a single chain of

nested codes for all DCT bands and bitplanes. The joint

optimization of quantizers and SWC lies out of the scope of

this paper and is a topic of future research.

V. EXPERIMENTAL RESULTS

Experimental results were obtained for the luma component

(grayscale) of 27 test videos1 from [26] with frame resolution

176× 144 and frame rate 15 Hz. This implies SWC of length

n = 1584. We used regular degree-3 LDPCA code (typical for

DVC) [6], [27], decoded by BP with maximum 100 iterations

together with 12 bit CRC for feedback. For both LDPCA and

shortened polar codes we used a chain of 66 nested codes of

dimensions 1536, 1512, . . . , 48, 24, 0. Shortened polar codes

were decoded by the SCL decoder [28] with list size L = 32
and 28 bit CRC. On the one hand, in contrast to the BP

decoder, the SCL decoder always produces a list of valid

codewords, and we need more CRC bits for error detection.

On the other hand, we check the CRC for each codeword in

1Akiyo, Bowing, Bridge-close, Bridge-far, Carphone, City, Coast Guard,
Container, Crew, Deadline, Flower, Football, Foreman, Hall Monitor, Harbour,
Ice, Mobile, Mother-daughter, News, Pamphlet, Paris, Sign Irene, Silent,
Soccer, Students, Tempete and Waterfall.
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this list, which reduces overall bitrate. We constructed polar

codes by the proposed Alg. 1 with T = 10−3, ǫ = 10−4, which

were chosen by examining RD performance for different T .
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Fig. 2. RD comparison of different SWCs

We obtained different RD points by changing the index f
(QP WZ) of a quantization matrix Qf (see Section II-B2)

and the quantification parameter (QP Intra) of H264/AVC.

Fig. 2 demonstrates the RD performance of DVC with the

considered codes for four test video sequences with different

motion levels. It can be seen that for video sequences with

low motion levels (for example, see Hall Monitor) all the

considered codes provide similar performance. However, with

the increase of GOP length and motion level, the similarity

between key frames decreases. As a result, the quality of SI

is degraded, leading to a higher bit error rate in the virtual

channel. In this case, the SWC with the proposed LLRs (5)

provides better error correction ability, i.e., it requires smaller

syndrome bit length for a given video quality level. Herewith,

the proposed polar code outperforms the LDPCA one.
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Fig. 3. PSNR gain related to the basic DVC scheme

Fig. 3 shows the quality improvement achieved by the

proposed DVC scheme relative to the basic one (LDPCA code

with basic LLRs) according to the Bjontegaard ∆PSNR met-

ric [29]. Videos are arranged in the increasing order of ∆PSNR

for polar codes and proposed LLRs. It can be observed that

the proposed modified LLRs (see Section III-B) improve RD

performance for both LDPCA and polar codes by 0.3 dB on

average, while the proposed polar codes provide additional 0.1

dB gain on average and, for videos with relatively high motion

level, such as Football, up to 0.23, 0.39 and 0.55 dB for GOP

2, 4 and 8 frames, respectively.

TABLE I. WZ decoding time τ with different SWC, GOP 4

Video football foreman coastguard hall monitor

QP

WZ

QP

Intra

τ , sec QP

Intra

τ , sec QP

Intra

τ , sec QP

Intra

τ , sec

LDPC Polar LDPC Polar LDPC Polar LDPC Polar

0 41 168.3 75.1 41 110.2 56.7 39 53.7 35.2 35 27.3 26.0

3 39 261.4 120.3 35 158.8 84.2 34 79.4 57.5 29 39.8 37.5

6 33 412.5 194.6 31 240.3 133.8 29 138.4 99.2 26 66.5 66.2

7 26 697.9 319.9 26 408.4 221.7 23 283.3 187.7 23 132.3 108.4

Table I compares the WZ decoding time, labeled τ , of DVC

with different SWC, measured on the CPU Intel Core i7-

9700K. We can see that the DVC decoder based on polar

codes is almost twice faster than with LDPCA codes.

VI. CONCLUSIONS

In this letter a distributed video coding scheme with polar

codes is proposed, which employs nested shortened polar

codes as well as modified log-likelihood ratios for the mul-

tistage decoder and Laplace model. The proposed scheme

provides both rate-distortion and decoding speed improvement.

The highest PSNR gain is achieved for videos with high

motion level.
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