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Abstract—We consider a discrete-time multi-channel network
where the destination collects time-sensitive packets from multi-
ple sources with sided channel information. The popular metric,
Age of Information (AoI), is applied to measure the data freshness
at the destination. Due to the interference constraint, only disjoint
source-channel pairs can be chosen for transmission in each time
slot, and the decision maker should choose the optimal scheduling
pairs to minimize the average AoI at the destination. To learn the
optimal channel selection, we apply the linear contextual bandit
(LCB) framework by utilizing the sided information provided
by pilots. Concretely, we establish the relationship between AoI
regret and sub-optimal channel selection times and propose
both age-independent and age-dependent algorithms. The former
method is proven to achieve the sub-linear AoI regret but is
outperformed by the latter algorithm both in the linear and
non-linear contextual model in simulation.

Index Terms—Age of Information, contextual bandit, online
learning

I. INTRODUCTION

The information freshness has become significantly impor-

tant in the state updating systems including the Internet of

Things (IoT) and Internet of Vehicles (IoV). In these scenarios,

the destination collects the fresh information from multiple

sources for decision making and state monitoring. The popular

Age of Information (AoI) has been proposed [1] to capture this

data freshness for the destination. Since then, numerous studies

have been conducted to design optimal scheduling algorithms

to minimize AoI in the wireless networks.

A large amount of research have studied the scheduling

decisions in the single-hop multi-source networks with known

statistics [2]–[4]. In [2], [3], the age minimization problem is

converted into a constrained Markov decision process (CMDP)

and a linear programming optimization. Further considering

random packet arrival and different queueing disciplines,

[4] proposes a low-complexity Max-Weight policy, which is

shown to closely achieve the analytical lower bound.

However, the aforementioned methods require channel

statistics such as the successful transmission probability and

transition matrix of channel states. In reality, these parame-

ters are hard to obtain in advance due to the time varying

channel condition. To overcome the challenge, online learning
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methods have been incorporated into the original scheduling

algorithms to both adaptively learn these parameters and select

the optimal source or channel for age optimization [5]–[7].

In [5], [6], the authors cast the AoI minimization problem

into the multi-armed bandit (MAB) framework. The standard

upper-confidence-bound (UCB) and Thompson sampling (TS)

methods have been modified to guide the channel learning al-

gorithm. Theoretically these methods guarantee the sub-linear

AoI regret compared with the optimal policy in hindsight.

In above learning algorithms, the decision maker only has

the historical observation and decisions for scheduling. How-

ever, in many communication scenarios, the central controller

can obtain some sided channel information such as SNR or

SINR from pilots or training symbols [8], [9]. To model the

sided information, these works apply the contextual bandit

framework [10]. In [8], the authors use the linear function

to model the reward while in [9], a multi-player bandit is con-

sidered for decentralized learning. However, these algorithms

cannot be applied to satisfy the favorable age performance

because of the Markovian property of AoI. Therefore, new

algorithms should be designed for this general framework.

To our best knowledge, this is the first work to optimize

AoI in the multi-source multi-channel network with sided

channel information. In each slot, the packet of each source

comes in random, and the controller can choose disjoint

source-channel pairs for transmission due to the interference

constraint. First, we theoretically prove that the AoI regret

grows at the same order of accumulative sub-optimal channel

selection times under the optimal source selection policy. Then

for the channel selection policy, we incorporate the contextual

bandit framework into the channel learning algorithm. We

propose both age-independent and age-dependent algorithms

for channel selection, and show the superiority of considering

the current AoI into the decision making.

II. PROBLEM FORMULATION

A. System Model

We consider a discrete-time state updating network where

M sources send time-sensitive information to a destination

through a scheduler over N unreliable wireless channels, as

illustrated in Fig. 1. Let the time be slotted t ∈ {1, 2, · · · , T }
such that a single packet transmission occupies exactly one

time slot, and T is the time horizon.

In each slot, packets from each source are generated ac-

cording to an independent and identically distributed (i.i.d.)

Bernoulli distribution with parameter λ. Each source maintains

a queue to store the packets and only keeps the latest generated

http://arxiv.org/abs/2212.07114v1
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Fig. 1. System Model.

packet for transmission. This discipline ensures that each

updating provides the freshest information for the destination.

For each channel n, denote µn(t) to be the successful trans-

mission probability, which is time varying due to the channel

condition. We assume µn(t) is unknown to the scheduler in

advance. However, different from [6], we assume that the

scheduler can obtain sided channel information such as SNR

by pilot probing and other channel estimation methods, for

example using the channel reciprocity in the Time Division

Duplexing (TDD) scheme. Denote vector bn(t) ∈ R
p to be

the gathered p-dimension information for channel n in slot t,
which may include SNR, interference power, etc.

We assume that the scheduler can use these observed

information to construct a specific function for approximating

the unknown µn(t) [8], [11]. Without loss of generality, define

µn(t) = φ(bn(t))
T
θ + ǫt to be the fitting function, where

φ : Rp → R
d is the pre-processing function, θ ∈ R

d is the

linear coefficient and ǫt is the zero-mean sub-Gaussian noise.

Remark 1: Despite the linear formulation displayed above,

this expression can represent multiple non-linear mappings due

to the arbitrariness of φ. In Section II-C, we will discuss how

to find the function φ. Moreover, the approximation noise

is restricted to be unbiased (zero-mean) in this model. This

assumption is mainly for the theoretical analysis, and is not

necessary for our proposed algorithm.

Due to the interference constraint, we assume that one

channel can only serve at most one sensor at a time. There-

fore, the scheduler can select at most p (p ≤ min{M,N})

disjoint pairs (m(t), n(t)) for transmission in each slot t,
where m(t) ∈ {1, 2, · · · ,M} and n(t) ∈ {1, 2, · · · , N}.

Here for representation, in the following we consider the

scheduler can only select at most one pair, i.e., p = 1. This

model is concise for analysis and expression but remains

illuminating and representative because we can aggregate the

potential sensors and channels subsets to be scheduled as a

super-sensor and a super-channel. Then the general model

is equivalent to this single-pair model. For example, in Fig.

1, if p = 2, then we can construct the super-sensor set

as {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}}, where {1,2,3} is the

index of the three sensors. The construction of the super-

channel is similar.

B. Age of Information

We apply the AoI metric to measure the information fresh-

ness at the destination. By definition, the AoI is the difference

between the current time and the time slot when the newest

packet at the destination is generated. Denote xm(t) to be the

AoI of source m, and gm(t) to be the generation time of the

latest packet from source m received by the destination. Then

we have xm(t) := t− gm(t).
For measuring the information timeliness of the entire

network, we consider the expected AoI of all sources, i.e.,

x̄(T ) =
1

MT
E

[

T
∑

t=1

M
∑

m=1

xm(t)

]

, (1)

where the expectation is taken over the randomness of channel

state and scheduling decision of (m,n).

C. Optimization Problem

The scheduler schedules pairs (m,n) in order to minimize

the expected AoI x̄(T ) for the entire network. This includes

the source policy and the channel policy, denoted by πs and

πc respectively. In this paper, we consider the joint scheduling

policy to be a composition of a source policy and a channel

policy, denoted by πc
s (or just π for simplicity).

For the source policy, previous works [4] have studied

the age minimization problem in the multi-source network

with known statistics and proposed some low-complexity and

near-optimal source policies. Therefore, in the following, we

analyze the performance of the optimal source policy and

different channel policies. Specifically, the optimal source

policy, denoted by πs⋆ , is defined as follows:

πs⋆ = argmin
πs

E

[

T
∑

t=1

M
∑

m=1

x
(πc

s
)

m (t)

]

, ∀πc, (2)

where x
(πc

s
)

m (t) is the AoI of source m under the scheduling

policy πc
s.

For the channel policy, the scheduler should identify the

optimal channel n⋆(t) with maximum successful transmission

probability, denoted by µ⋆(t). To meet the requirement, we

resort to the online sequential decision making framework,

and formulate the scheduling strategy into a linear contextual

bandit (LCB) problem. However, there are still some difficul-

ties which prevent the standard LCB techniques from being

applied to the channel selection problem.

First, we should carefully construct the pre-processing

function φ(·). In the standard LCB problem, the algorithm

estimates the parameter θ with the knowledge of φ. This

requires the scheduler to find the potential features which are

linear with µn(t). In practice, the scheduler may construct

φ through prior information, or list multiple possible linear

features for approximation (like Taylor expansion). In the

following, we will assume the linear regression is unbiased

and in the simulation we will consider both cases and study

the influence of the biased error.

Next, we introduce the new AoI regret metric. In online

learning algorithms, regret is defined as the reward difference

between the proposed policy and the optimal policy in hind-

sight [12]. An important feature of the reward structure in the

standard LCB problem is i.i.d. over time and only depends on

the current action and observation. However, in our problem,
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the AoI metric not only depends on the current action pair

(m,n), but also depends on the historical decisions and results.

Therefore, similar to [5], [6], we introduce the AoI regret to

evaluate any scheduling policy π, denoted by R(T ):

R(T ) = E

[

T
∑

t=1

M
∑

m=1

x(π)
m (t)−

T
∑

t=1

M
∑

m=1

x(π⋆)
m (t)

]

, (3)

where x
(π⋆)
m (t) is the AoI under the optimal scheduling policy

π⋆. Then, minimizing Eq. (1) is equivalent to minimizing the

AoI regret.

Remark 2: Although the AoI regret definition is similar

to [5], [6], the optimal policy π⋆ chosen for comparison is

different. In our work, π⋆ is to choose the optimal source and

channel pair in each slot, while in the previous work π⋆ is to

choose one fixed optimal pair in the entire horizon. Obviously,

the benchmark used in our work is more superior, which

indicates that considering the sided information can greatly

improve the AoI performance.

III. PROBLEM RESOLUTION

A. AoI Regret Bound

Before proposing the algorithms, first we study the AoI

regret and find the relationship between the standard LCB

regret and the history-dependent AoI regret. Notice that under

the same optimal source policy, the AoI regret results from

choosing the sub-optimal channel for transmission. Denote

E [Kπ(T )] to be the expected times of sub-optimal channel

choices over the time horizon under policy π. Then we have

the following theorem:

Theorem 1: Assume µn(t) is lower bounded by a positive

constant, i.e., µn(t) ≥ µmin, ∀n, t.
For p = 1, if the optimal channel is distinguishable enough,

i.e., there exists a positive constant ∆min such that µ⋆(t) −
µn(t) ≥ ∆min for any sub-optimal channel n in each slot,

then the AoI regret under the optimal source policy πs⋆ and

any channel policy πc scales with E [Kπ(T )], i.e.,

R(T ) = Θ(E [Kπ(T )]).1 (4)

For the general case p > 1, the AoI regret under the optimal

source policy πs⋆ and any channel policy πc grows at most

with E [Kπ(T )], i.e.,

R(T ) = O(E [Kπ(T )]).2 (5)

Proof: Due to the space limitation, the proof is provided

in the technical report. The outline is based on [6, Proposition

2 and 3], but needs some modification and extension to be

applied to our system. The limitation of [6] includes not

considering the sided information and just giving proof outline

of p = 1. In fact, introducing the sided information and

proving the bound (especially the lower bound) need more

delicate scaling. Here we give an intuitive analysis. If we

choose the optimal source policy, then the AoI regret comes

1f(n) = Θ(g(n)) means for f(n), if there exists positive n0, c1, c2 such
that when n ≥ n0, 0 ≤ c1g(n) ≤ f(n) ≤ c2g(n)

2f(n) = O(g(n)) means for f(n), if there exists positive n0, c such that
when n ≥ n0, 0 ≤ f(n) ≤ cg(n)

from choosing a sub-optimal channel for transmission. For

each sub-optimal channel selection, it causes a bounded AoI

increase. Therefore, the AoI regret scales with the total number

of sub-optimal selections. However, the rigorous proof requires

more delicate construction since under the same source policy,

the source selection in each slot may still be different.

B. Age-Independent Policy

Theorem 1 indicates that minimizing AoI regret is some-

how equivalent to minimizing sub-optimal channel selection

times. Notice that the channel selection is independent among

different slots. Therefore, a natural design of channel policies

can be based on traditional LCB algorithms including Linear

UCB (LinUCB) and Linear TS (LinTS). We propose a jointly

scheduling scheme by employing LinUCB and LinTS, as

summarized in Algorithm 1. Without loss of generality, let

the pre-processing φ(x) = x, i.e., the information observed

has already been processed.

Algorithm 1 Scheduling algorithm based on LinUCB or

LinTS channel policy

1: Initialization: A = Id (identity matrix), b = 0;

2: LinUCB parameter: α; LinTS parameter: v;

3: for t = 1, 2, ·, T do

4: if there is a new packet for at least one source then

5: [Source policy]: Select m(t) ∈ {1, 2, · · · ,M} ac-

cording to the optimal source policy;

6: Observe N sided information: bn(t);
7: Coefficient estimation: θt = A

−1
b;

8: [Channel policy]:

9: LinUCB: Select channel n(t) = argmax[θT
t bn(t)+

α
√

bTn (t)A
−1bn(t)]

1
0;

10: LinTS: Sample θ̃t from N (θt, v
2
A

−1), and select

channel n(t) = argmax[θ̃T
t bn(t)]

1
0;

11: Observe transmission result rt ∈ {0, 1};

12: Update parameter: A = A + bn(t)(t)b
T
n(t)(t); b =

b+ bn(t)(t)rt;
13: end if

14: end for

Different from standard LinUCB and LinTS, in step 9 and

12 in Algorithm 1, the estimated value is projected into the

interval [0, 1]. This is because the successful probability is

bounded in [0, 1]. The parameters of α (LinUCB) and v
(LinTS) are determined to guarantee a high probability regret

bound. As proven in [13] and [14], α is chosen as

√

1
2 ln

2TN
δ

to achieve O(d
√

T ln((1 + T )/δ)) bound and v is chosen as
√

24
ǫ
d ln 1

δ
to achieve O(d

2

ǫ

√
T 1+ǫ ln(Td) ln 1

δ
) bound with

probability 1 − δ. However, in practice, the parameter v can

be chosen smaller for more cautious exploration to achieve

better performance.

C. Age-Dependent Policy

Notice that the standard LCB-based channel selection al-

gorithms are unaware of the current AoI. We call these age-

independent policies. This motivates us to combine the AoI
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information with the algorithm to achieve better performance,

called age-dependent policies. Intuitively, it is more reasonable

to exploit the current estimation when the AoI is high and to

explore other possibilities when the current age is low. To

exploit the AoI information, we propose two age-dependent

channel selection strategies based on the original Algorithm

1, as summarized in Algorithm 2.

Algorithm 2 Scheduling algorithm based on age-dependent

channel policy AD-UCB or AD-TS

1: Initialization: A = Id (identity matrix), b = 0;

2: AD-UCB parameter: α; AD-TS parameter: v;

3: for t = 1, 2, ·, T do

4: if There is a new packet for at least one source then

5: [Source policy]: Select m(t) ∈ {1, 2, · · · ,M} ac-

cording to the optimal source policy;

6: Observe N sided information: bn(t);
7: [Channel policy]:

8: if xm(t) > M
2λmax(θT

t
bn(t))

then

9: Select channel n(t) = argmax θT
t bn(t); // totally

exploitation

10: else

11: Select channel n(t) as Algorithm 1 step 9 or 10;

// bandit exploitation and exploration

12: end if

13: Observe transmission result rt ∈ {0, 1};

14: Update parameter: A = A + bn(t)(t)b
T
n(t)(t); b =

b+ bn(t)(t)rt;
15: end if

16: end for

The intuition of Algorithm 2 is to set an AoI threshold

determining whether to follow the bandit algorithm (step 11)

or to directly exploit (step 9). The threshold M
2λmax(θT

t
bn(t))

is

chosen as the average AoI under the round robin policy with

the maximum estimated successful probability max(θT
t bn(t)).

Remark 3: Both the proposed Algorithms can be eas-

ily generalized to the multi-pair scheduling scenario where

p > 1 by applying the combinatorial bandit method [15]

while satisfying the regret bound. An intuitive idea is to

consider all the possible scheduling channel subsets as super-

channels, and the scheduler selects a super-channel in each

slot, which degenerates to the p = 1 model. Another low-

complexity method is to pick the largest p channels in the

proposed algorithms, which also achieves good performance

demonstrated in the simulation part.

IV. SIMULATION RESULTS

In this section, we provide some simulation results to

demonstrate the performance of proposed algorithms. We

compare the channel algorithms by employing the Age-based

Max-Weight source policy [4], which selects the source m for

transmission with the packet causing the largest AoI reduction

under a successful transmission. It is shown in [4] that this

source policy can achieve near optimal AoI performance.

We simulate a network with M = 20 sources and N = 5
channels with time horizon T = 105 slots. The performance

1 2 3 4 5 6 7 8 9 10

104

102

103

104

105

106

107

Fig. 2. AoI regret performance in linear contextual case.

is evaluated by running 1000 rounds for average. The packet

arrival rate for each source is λ = 0.5. First, we consider

the linear contextual model with the true parameter θ =
[0.9, 0.1, 0.7] and the noise follows the uniform distribution

U(−0.03, 0.03). The contextual information for each channel

varies as summarized in Table I, where δ(x) is the impulse

function, U(a, b) is the uniform distribution on interval [a, b]
and T (a, b, c) is the triangle distribution on interval [a, b] with

mode c. The AoI regret performance is depicted in Fig. 2

compared with the modified SupLinUCB proposed in [16],

where the parameters v = 1 in LinTS and α =
√

1
2 ln

2TN
δ

in LinUCB. From Fig. 2, we can verify the sub-linear regret

growth for the AoI regret, and the improved performance of

the age-dependent policies.

To validate Theorem 1, we draw Fig. 3. From Fig. 2 and

Fig. 3, we can see that the AoI performance is closely related

to the sub-optimal channel selection times, as concluded in

Theorem 1. Moreover, the AoI regret roughly scales with the

number of sub-optimal selections. This is intuitive since all the

policies apply the same source selection policy, and thus the

AoI regret mainly comes from sub-optimal channel selections.

TABLE I
DISTRIBUTION OF DIFFERENT CHANNEL SIDED INFORMATION

Channel Dimension 1 Dimension 2 Dimension 3

1 δ(x − 0.4) δ(x − 0.8) δ(x − 0.2)
2 U(0, 0.3) U(0, 2.5) U(0, 0.6)
3 T (0, 0.3, 0.15) T (0, 2.4, 1.2) T (0, 0.6, 0.3)
4 0.3δ(x − 0.4) 0.3δ(x − 3.5) 0.3δ(x− 0.3)

+0.7δ(x − 0.2) +0.7δ(x − 1.5) +0.7δ(x− 0.4)
5 0.5Beta(3, 4) 3Beta(3, 4) 0.2Beta(3, 4)

Next, we consider the non-linear case depicted in Fig. 4.

Here we use the exponential approximation proposed in [11,

Chapter 2.5], i.e., the successful probability µn = 1 −
exp(−(γ + 2)), where γ is the SNR (dB) information fol-

lowing a uniform distribution U(−2, 6). When the true model

becomes non-linear, it is impossible to achieve sub-linear

AoI regret by the LCB-based algorithm due to the modeling

error. However, the proposed algorithms still beat the modified

SupLinUCB proposed under the misspecified LCB setting, and

the age-dependent policies can still improve the performance
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Fig. 3. Sub-optimal channel selection times in linear contextual case.
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Fig. 4. AoI regret performance in non-linear contextual case.

by forcing exploitation in the high AoI time slots.

Finally, we consider the multi-pair scheduling case, and

choose the linear model as Fig. 2 and p = 3. Here we

use the low-complexity generalized algorithms mentioned in

Remark 3. As depicted in Fig. 5, our proposed algorithms

still outperform the SupLinUCB algorithm, but the difference

between the four algorithms becomes small. This may be

because the scheduling freedom is larger when p = 3, which

can greatly reduce the AoI compared with p = 1.

1 2 3 4 5 6 7 8 9 10

104

101

102

103

104

105

106
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104

7000

8000

9000

10000

Fig. 5. AoI regret performance with p = 3.

V. CONCLUSION

We consider an age optimization problem in a multi-source

multi-channel network, where only sided channel state infor-

mation can be observed. Different channel learning algorithms

are proposed based on the linear contextual bandit to achieve

sub-linear AoI regret compared with the optimal policy. We

also demonstrate the performance of the proposed algorithms

under the non-linear case, and find the benefit of considering

the current AoI for channel decision. Interesting extensions

include the time-varying channel model parameters θ, and the

design of the more general scheduling policies where source

and channel selection decisions may be coupled.

APPENDIX A

PROOF OF THEOREM 1 WHEN p = 1

Similar to [17], we introduce the coupled channels to

complete our proof.

Definition 1 (Coupled Channels): Denote cn(t) to be the

indicate variable, where cn(t) = 1 means the successful

transmission through channel n in slot t and cn(t) = 0
otherwise. For simplicity, denote c⋆(t) to be the optimal

channel indicate variable. Let {U(t)}Tt=1 to be a sequence of

i.i.d. uniformly distributed random variables in [0, 1]. Then the

coupled channels means cn(t) = 1 in each slot t if and only

if 0 ≤ U(t) ≤ µn(t), ∀n.

By definition, the coupled channels indicate that if a trans-

mission over channel with a low µn(t) is successful, then so

is the transmission over channels with a higher µn(t). Mean-

while, the marginal distribution of the successful transmission

is the same as the original channel. Therefore, the distribution

of AoI also remains the same for both coupled and original

channels. This coupled property will help us analyze the AoI

regret in the following.

First, we prove the lower bound, i.e., R(T ) =
Ω(E [Kπ(T )]). Notice that although both π and the optimal

policy use the same source policy, the source choice in each

slot may not be the same. To overcome this challenge, we

construct another policy π̂, which selects the same source as

π but choose the optimal channel. Then, the AoI regret R(T )
can be lower bounded by:

R(T ) ≥ E

[

T
∑

t=1

M
∑

m=1

x(π)
m (t)−

T
∑

t=1

M
∑

m=1

x(π̂)
m (t)

]

. (6)

Let w
(π)
m (t) be the indicator variable whether the newest

packet of source m is received by the destination in slot t
under policy π. Then the AoI evolution can be written as:

x(π)
m (t) = (1− w(π)

m (t))(x(π)
m (t− 1) + 1) + w(π)

m (t)τm(t),

x(π̂)
m (t) = (1− w(π̂)

m (t))(x(π̂)
m (t− 1) + 1) + w(π̂)

m (t)τm(t),

where τm(t) is the time elapsed since the generation of

the newest packet of source m, and is independent of the

scheduling policy. Notice that τm(t) is not equivalent to

xm(t) because the newest packet may not be received by the

destination. In the coupled system, we always have w
(π)
m (t) ≤
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w
(π̂)
m (t). Therefore, x

(π)
m (t) ≥ x

(π̂)
m (t), and the difference can

be bounded as

x(π)
m (t)− x(π̂)

m (t)

=(1− w(π)
m (t))x(π)

m (t− 1)− (1− w(π̂)
m (t))x(π̂)

m (t− 1)

+ (1 − τm(t))(w(π̂)
m (t)− w(π)

m (t))

≥(w(π̂)
m (t)− w(π)

m (t))(x(π̂)
m (t− 1) + 1− τm(t)).

Taking expectation on both sides yields

E

[

x(π)
m (t)− x(π̂)

m (t)
]

(a)

≥E

[

w(π̂)
m (t)− w(π)

m (t)
]

E

[

x(π̂)
m (t− 1) + 1− τm(t)

]

(b)

≥E

[

w(π̂)
m (t)− w(π)

m (t)
]

, (7)

where (a) holds since the x
(π̂)
m (t− 1)− τm(t) and w

(π̂)
m (t) −

w
(π)
m (t) are independent, and (b) holds since x

(π̂)
m (t−1)+1 is

always larger than τm(t). Notice that w
(π̂)
m (t) − w

(π)
m (t) = 1

results from a sub-optimal channel choice in the current slot t
or a previous slot, denoted by τ(t). Conversely, in some slot

τ , the event m(τ) = m and µn(τ)(τ) < U(τ) ≤ µ⋆(τ) will

cause desynchronization of w
(π̂)
m (τ ′) and w

(π)
m (τ ′) for several

slots τ ′ > τ in the coupled system. Then we can lower bound

w
(π̂)
m (t)− w

(π)
m (t) as

E

[

w(π̂)
m (t)− w(π)

m (t)
]

≥E

[

N
∑

n=1

I{m(τ(t)) = m,n(τ(t)) = n}(c⋆(τ(t)) − cn(τ(t)))

]

=
∑

n6=n⋆(τ(t))

P (I{m(τ(t)) = m,n(τ(t)) = n})

· P (µn(τ(t)) < U(τ(t)) ≤ µ⋆(τ(t)))

≥∆n(τ(t)) ·
∑

n6=n⋆(τ(t))

P (I{m(τ(t)) = m,n(τ(t)) = n}) ,

where I(·) is the indicator function, and ∆n(τ(t)) =
minn6=n⋆(τ(t))(µ

⋆(τ(t)) − µn(τ(t))). Summing up all the

sources, we have:

M
∑

m=1

E

[

w(π̂)
m (t)− w(π)

m (t)
]

≥ ∆minE [I{n(τ(t)) 6= n⋆}] . (8)

Summing up t and recalling Eq. (6) and Eq. (7) yield

R(T ) = Ω(E [Kπ(T )]).
Next, we prove the upper bound, i.e., R(T ) =

O(E [Kπ(T )]). Similar to the lower bound proof, we construct

an auxiliary policy π̃ which selects the source as π⋆ but selects

the channel as π. Since π applies the optimal source policy,

the expected AoI under π is no greater than π̃. Then the regret

can be upper bounded as

R(T ) ≤ E

[

T
∑

t=1

M
∑

m=1

x(π̃)
m (t)−

T
∑

t=1

M
∑

m=1

x(π⋆)
m (t)

]

. (9)

Notice that the AoI regret between π̃ and π⋆ results from

a sub-optimal choice and µn(t)(t) < U(t) ≤ µ⋆(t). Suppose

the choice happens when transmitting packet from source m in

slot t. Then after that, there causes an AoI discrepancy until at

the next time when the packet from source m is successfully

transmitted under π̃. Denote the length of the discrepancy to

be Lt. Then the AoI regret can bounded as

R(T ) ≤
T
∑

t=1

M
∑

m=1

E [I{n(t) 6= n⋆,m(t) = m}]

E

[

1

2
L2
t + Ltx

(π̃)
m (t− 1)

]

P(µn(t) < U(t) ≤ µ⋆(t)),

(10)

where the second term of RHS is the cumulative AoI under

π̃ during the discrepancy period. Notice that both π̃ and π⋆

select the same source in each slot, and any feasible policy

will schedule each source m within a finite slots, bounded by

a constant C. Otherwise, the AoI of source m will be infinite,

which is far from optimality. For each time slot of scheduling

source m, the number of times the packet is transmitted until

success is dominated by another random variable C ·Y , where

Y is geometrically distributed with parameter 1
µmin

. Then we

have E[Lt] ≤ C
µmin

, and E[L2
t ] ≤ C2 2−µmin

µ2

min

.

Moreover, although Lt and x
(π̃)
m (t−1) are dependent, Y and

x
(π̃)
m (t − 1) are independent. Therefore, we can upper bound

E

[

Ltx
(π̃)
m (t− 1)

]

as

E

[

Ltx
(π̃)
m (t− 1)

]

≤ CE

[

Y x(π̃)
m (t− 1)

]

≤ C

µmin

E

[

x(π̃)
m (t− 1)

]

.

For E
[

x
(π̃)
m (t− 1)

]

, we can decompose it into the expected

AoI caused by source packet arrival interval and waiting time

for transmission, both of which are finite in expectation under

optimal source policy. Therefore, the second term of RHS in

Eq. (10) is bounded by a finite constant, denoted by C̃, which

yields

R(T ) ≤ C̃

T
∑

t=1

E [I{n(t) 6= n⋆}] = O(E [Kπ(T )]). (11)

APPENDIX B

PROOF OF THEOREM 1 WHEN p > 1

For the general case, Eq. (9) also holds. Denote n⋆
m(t) to

be the optimal channel choice for source m in slot t, and the

definition of µ⋆
m(t) is similar. Notice that n⋆

m(t) may not be

n⋆(t) since n⋆(t) can be occupied by other source m′. Then

the AoI discrepancy results from two cases:

Case 1 (Real sub-optimal choice): This means in some

slot t, the policy π̃ choose the channel such that µnm(t)(t) <
U(t) ≤ µ⋆

m(t). In this case, the policy π̃ will cause a larger

AoI , which is called real sub-optimal.

Case 2 (Fake sub-optimal choice): This means the policy π̃
choose the channel such that µ⋆

m(t) < U(t) ≤ µnm(t)(t). This

may happen when for example, the source m with a smaller

AoI is served by a better channel. Then the AoI of source m
will be small but the total AoI will be large. Therefore, it is

still a sub-optimal choice, but we call it fake sub-optimal to

distinguish from Case 1.
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Since Case 2 choice will cause AoI reduction for the specific

souree, we ignore this reduction and focus on the AoI growth

in Case 1. Then the AoI regret can be upper bounded by:

R(T ) ≤
T
∑

t=1

M
∑

m=1

E

[

1

2
L2
t + Ltx

(π̃)
m (t− 1)

]

E [I{nm(t) 6= n⋆
m,m(t) = m,µnm

(t) < µ⋆
m(t)}]

P(µnm
(t) < U(t) ≤ µ⋆

m(t)), (12)

Then similar to Appendix A, E
[

1
2L

2
t + Ltx

(π̃)
m (t− 1)

]

can

be upper bounded by a constant C̃ , which yields

R(T )
(a)

≤ C̃

T
∑

t=1

M
∑

m=1

E [I{nm(t) 6= n⋆
m,m(t) = m}]

= O(E [Kπ(T )]), (13)

where (a) holds since we upper bound P(µnm
(t) < U(t) ≤

µ⋆
m(t)) as 1 and do not distinguish Case 1 (µnm

(t) < µ⋆
m(t)).

Remark: Compared with Appendix A, we do not provide

the lower bound proof for general p > 1 case. This is mainly

because the existence of case 2 fake sub-optimal choice. The

intuition is that the AoI growth caused by case 1 can be lower

bounded by a sub-optimal choice times a constant, but the

other fake sub-optimal choice causes the AoI decrease. Then

the total AoI regret cannot be lower bounded by E [Kπ(T )].
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