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Continuous Finite-Time Output Regulation of Nonlinear
Systems With Unmatched Time-Varying Disturbances

Jun Yang, Zhengtao Ding, Shihua Li, and Chuanlin Zhang

Abstract—In this letter, a new continuous nonlinear controller
ensuring finite-time output regulation is proposed for a class
of nonlinear systems subject to unmatched time-varying distur-
bances. The controller is developed in a composite manner which
combines invariant manifold principle, feedback domination and
disturbance observation techniques. A key idea is to realize
the finite-time estimation of system steady states by means
of finite-time disturbance observers. A feedback domination
approach with dynamic disturbance compensation in each step
of virtual control design is then developed by using the tool of
adding a power integrator. Finite-time stability of the closed-
loop system is established by means of Lyapunov theories, which
shows that finite-time convergence of output tracking error is
guaranteed even in the presence of time-varying disturbances
subject to mismatching condition. The claimed performances of
the proposed method are validated by a simulation example.

Index Terms—Nonlinear system, finite-time exact tracking,
disturbance observer, time-varying disturbances, mismatching
condition.

I. INTRODUCTION

The design of a nonlinear controller to ensure satisfactory
tracking and disturbance rejection performance for disturbed
nonlinear systems is one of the central design problems in
nonlinear control theory [1]–[5]. One possible way to address
this issue is to suppress the undesired effects of disturbances to
a pre-described level via a relatively higher control energy, see
nonlinear H∞ control [1], [2] and robust backstepping control
[3] for examples. Those kinds of controllers could only achieve
the goal of practical rather than exact stabilization/tracking.

Disturbance compensation by means of disturbance estima-
tions has provided a feasible manner to achieve exact stabiliza-
tion/tracking of nonlinear systems [5]–[9]. For lower-triangular
nonlinear systems with unmatched time-varying disturbances
under consideration, there are mainly two categories of control
approaches focusing on addressing the exact tracking control
problem, which are summarized as follows.

• Nonlinear Output Regulation [4], [5], [9], [10]: By utiliz-
ing internal model principle, output regulation provides
a feasible way to address the exact tracking control
problem of the systems under consideration. However,
it is usually supposed that the external disturbances are
governed by certain deterministic (if not exactly known)
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exosystems [5]. When the external disturbances is not
generated by deterministic exosystems or the exosystems
are completely unknown, it is difficult (if not impossible)
for the existing output regulation approaches to achieve
exact tracking and disturbance rejection [9]. The reason
is that no disturbance model information is available and
hence it is unable to design an internal model in out-
put regulation approaches to reconstruct the disturbance
model.

• Backstepping+HOSM [13]–[18]: The combination of
backstepping design and higher-order sliding mode
(HOSM) techniques provides an alternative to exact
tracking of nonlinear systems subject to general distur-
bances. Note that the two methods in [13], [14] only
guarantee asymptotical exact tracking rather than finite-
time exact tracking. The paper [15] proposed a finite-
time exact tracking control approach, while the control
law is discontinuous therein since the HOSM controller
is taken. In [16]–[18], the finite-time exact tracking
problem is addressed for linear dynamic systems subjec-
t to unmatched disturbances/uncertainties. Furthermore,
“explosion of complexity” is generally caused by repeated
calculations of virtual controllers for basic backstepping
approaches.

It has been reported that the finite-time stable systems have
two remarkable advantages: faster convergence speed as well
as better disturbance rejection performance (see [19]–[23]
and the references therein). Consequently, we aim to address
the problem of finite-time exact tracking and disturbance
rejection of a class of lower-triangular nonlinear systems
subject to unmatched time-varying disturbances. In general,
the mismatching condition means that the disturbances en-
ter via different channels from those of the control inputs.
By virtue of the concept of invariant manifolds in output
regulation theory, the steady states of the disturbed system
are solved and represented in terms of various derivatives
of disturbance/reference signals. The finite-time estimation
of the steady states is achieved by adequately exploiting
the finite-time disturbance observers. Combining generalized
disturbance cancelation in each step of the recursive design, a
composite feedback domination approach is newly proposed
by further exploiting the technique of adding a power integra-
tor [19], [24]. It is shown by Lyapunov stability theory that
the proposed method ensures the finite-time exact tracking
control of nonlinear systems under unmatched time-varying
disturbances. In addition, it is proved that all system states
together with the control input reach their pre-calculated
steady-state values accurately in finite time. Since “explosion
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of complexity” caused by repeated calculations of virtual
controllers in basic backstepping approaches is avoided here,
the presented methodology yields a concise control law for
implementation. To the best knowledge of the authors, this is
the first work on continuous finite-time exact tracking control
(rather than asymptotical exact tracking control or discon-
tinuous finite-time exact tracking control) of lower-triangular
nonlinear systems with unmatched time-varying disturbances.
Finally, the effectiveness of the proposed method is finally
demonstrated by a numerical example.

II. NOTATIONS AND SOME USEFUL LEMMAS

A. Notations

The following notations are provided for briefness of ex-
pressions.

• The symbols Q+
odd and Q≥1

odd denote the set of ratio of two
positive odd integers, and set of ratio that greater than 1,
of two positive odd integers, respectively. For integers j
and k satisfying 0 ≤ j ≤ k, let Nj:k := {j, j + 1, · · · , k}
be a set of nonnegative integers. The symbol Ci denotes
the set of all differentiable functions whose first ith time
derivatives are continuous. The symbol L∞ represents the
set of all signals whose infinity-norms are bounded.

• For any xi ∈ R, denote a real vector x⃗i := [x1, · · · , xi]
T .

This definition will also be used for real vectors πi, π̂i and
ηi. For any wi ∈ R, r ∈ R, we define three real number
sets as w̄i,j :=

{
w

(j)
1 , w

(j)
2 , · · · , w(j)

i

}
(for i ∈ N1:n+1

and j ∈ N0:i−2), wi := {w̄i−1,0, w̄i−2,1, · · · , w̄1,i−2},
and ri :=

{
r, ṙ, · · · , r(i−1)

}
(for i ∈ N2:n+1). Finally

define a C0 function as sigα(·) , | · |αsgn(·) with sgn(·)
denoting the standard signum function.

B. Some Useful Lemmas

The following lemmas are revisited first since they will play
a key role in the development of the main results of the paper.

Lemma 1. [25] For any x ∈ R, y ∈ R, when ℓ ≥
1, the following inequalities hold |x + y|ℓ ≤ 2ℓ−1|xℓ +

yℓ|, (|x|+ |y|)
1
ℓ ≤ |x| 1ℓ + |y| 1ℓ ≤ 2

ℓ−1
ℓ (|x|+ |y|)

1
ℓ . When

ℓ ∈ R≥1
odd, one obtains |x− y|ℓ ≤ 2ℓ−1|xℓ − yℓ|, |x 1

ℓ − y
1
ℓ | ≤

2
ℓ−1
ℓ |x − y| 1ℓ and |xℓ − yℓ| ≤ c|x − y|

(
(x− y)ℓ−1 + yℓ−1

)
for a constant c > 0.

Lemma 2. [24] Let c, d be positive constants. Then,
for any real-valued function γ(x, y) > 0, the fol-
lowing inequality holds |x|c|y|d ≤ c

c+dγ(x, y)|x|
c+d +

d
c+dγ

− c
d (c+d)(x, y)|y|c+d.

Lemma 3. [21] Consider a continuous nonlinear system ẋ =
f(x). Suppose there exist a C1 positive definite and proper
function V (x), and real numbers λ > 0 and 0 < α < 1, such
that V̇ (x) + λV α(x) ≤ 0. Then the origin of the system is
globally finite-time stable. The convergence time, depending
on the initial state x(0) = x0, satisfies T (x0) ≤ V 1−α(x0)

λ(1−α) .

III. MAIN RESULTS

We consider a class of nonlinear systems subject to un-
matched time-varying disturbances, depicted by

ẋi(t) =xi+1(t) + fi(x⃗i(t)) + wi(t)

ẋn(t) =u(t) + fn(x⃗n(t)) + wn(t), y(t) = x1(t)
(1)

for i ∈ N1:n−1, where xi ∈ R, u ∈ R and y ∈ R are
system state, control input and controlled output, respectively.
wi(t),wn(t) ∈ D ⊂ R with D being a compact set denote the
unmatched and matched external disturbances, respectively.
We suppose that the state xi and nonlinear function fi(x⃗i)
are available for control design in this letter, which is in
general a necessary condition for exact tracking control of
nonlinear system (1) [13], [14]. The output tracking error
is defined as ϵ(t) = y(t) − r(t) where r(t) is the desired
reference signal. The nonlinear system (1) represents a class
of lower triangular nonlinear systems subject to disturbances.
Many practical systems can be described by (1) directly or
via adequate coordinate transformations, see rigid spacecraft,
jet engine compression system, active suspension system and
biological rhythm system for examples [3], [5], [9]. The
external signals as well as the nonlinearities are supposed to
satisfy the following assumptions.

Assumption 1. The external disturbances and reference signal
satisfy wi(t) ∈ Cn+1−i, r(t) ∈ Cn. Furthermore, w(j)

i (t) ∈
L∞ and r(k)(t) ∈ L∞ are bounded by supt≥0

∣∣∣w(j)
i (t)

∣∣∣ ≤
z+

i , supt≥0

∣∣r(k)(t)∣∣ ≤ z+ for j ∈ N0:n+1−i and k ∈ N0:n,
where z+

i and z+ are some positive constants.

Remark 1. The disturbances satisfying Assumption 1 repre-
sent quite a broad class of exogenous signals, which cov-
er the smooth disturbances governed by neutral stable lin-
ear/nonlinear exosystems [5], [9] as a special case. The
disturbances handled by the higher-order sliding mode ob-
server [12] should also satisfy this assumption. Actually, any
unknown smooth time-varying disturbance satisfies the above
assumption.

Assumption 2. There exist a constant τ (a ratio of an even
and an odd integer, which is called homogeneous degree) and
a C0 function ρi(x⃗i, y⃗i) > 0 such that for all x⃗i ∈ Ri and
y⃗i ∈ Ri, the following inequality holds

|fi(x⃗i)− fi(y⃗i)| ≤ ρi(x⃗i, y⃗i)
i∑

j=1

|xj − yj |
ri+τ

rj (2)

for i ∈ N1:n with r1 = 1 and ri + τ = ri+1 ∈ Q+
odd.

Remark 2. Assumption 2 specifies the homogeneous growth
condition [25], which covers a large class of nonlinear
functions. Taking any C1 nonlinear function fi(x⃗i) as an
example, it can be shown that there exist a homogeneous
degree −1 < τ ≤ 0 and a C0 function ρi(x⃗i, y⃗i) > 0 such
that the inequality (2) is satisfied. In addition, for certain
C0 but nonsmooth nonlinearities, the inequality (2) is also
satisfied by choosing an appropriate τ . For example, by
Lemma 1, the nonlinearity f1(x1) = x

1/3
1 satisfies (2) with

τ = −2/3 and ρ1 > 22/3. In a conclusion, the condition in
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Assumption 2 is largely relaxed as compared with nonlinear
output regulation and traditional backstepping based design
since the smoothness of nonlinearities is usually required
therein [3], [5].

Control Objective: In this paper, we attempt to address the
finite-time exact tracking and disturbance rejection problem of
a class of lower triangular nonlinear system (1). We will show
that under Assumptions 1 and 2, there exist two functions
M(z,x, u): Rq×Rn×R → Rq , N(z,x, r): Rq×Rn×Rn →
R and a nonlinear dynamic controller ż = M(z,x, u), u =
N(z,x, r), z ∈ Rq with x = x⃗n and r = rn ensuring the
finite-time exact tracking control of nonlinear system (1) in the
sense that all the variables of the closed-loop system satisfy
x ∈ L∞, z ∈ L∞ and u ∈ L∞; and there exists a finite time
Tg such that y(t) = r(t) for t ≥ Tg.

A. Estimations of Steady States

Suppose that the disturbance wi(t) in (1) satisfies Assump-
tion 1. A set of disturbance observers are firstly utilized to
estimate the disturbances and their derivatives in system (1),
given by

żi0 =vi0 + xi+1 + fi(x⃗i), żi1 = vi1, · · · , żik = vik, (3)

for i ∈ N1:n, k ∈ N1:n+1−i, with definitions xi+1 = u, vi0 =

zi1−λi
0L

αi
0

i sig1−αi
0(zi0−xi), vij = zij+1−λi

jL
αi

j

i sig1−αi
j (zij −

vij−1) and vin+1−i = −λi
n+1−iL

αi
n+1−i

i sig1−αi
n+1−i(zin+1−i −

vin−i) for i ∈ N1:n, j ∈ N1:n−i, where αi
j = 1

n+2−i−j .
Parameters λi

j > 0 and Li > 0 are observer gains to be
assigned. The estimates of state xi and disturbances w

(k−1)
i

are denoted by

x̂i = zi0, ŵ
(k−1)
i = zik (4)

for i ∈ N1:n and k ∈ N1:n+1−i. Combining (1) with (3) and
(4), the observer estimation error is governed by

ėi0 =ei1 − λi
0L

αi
0

i sig1−αi
0(ei0)

ėij =eij+1 − λi
jL

αi
j

i sig1−αi
j
(
eij − ėij−1

)
ėin+1−i ∈[−z+

i ,z
+
i ]− λi

n+1−iL
αi

n+1−i

i

× sig1−αi
n+1−i

(
ein+1−i − ėin−i

)
(5)

where the estimation errors are defined as ei0 = x̂i−xi, eik =

ŵ
(k−1)
i − w

(k−1)
i for k ∈ N1:n+1−i.

Lemma 4. [11], [12] If the observer gain Li is selected such
that Li > z+

i , then the following conditions hold: 1) all the
signals eij(t) for j ∈ N0:n+1−i and zik(t) for k ∈ N1:n+1−i

are uniformly globally bounded; and 2) the observer error
dynamics (5) are finite-time stable, i.e., there exists a time
instant Tf such that eij(t) = 0 for t ≥ Tf .

For the sake of space, the readers are referred to Remark 6.1
in [11] (see page 229) for detailed guidelines on selection of
observer parameters λi

j . The convergence rate of the observer
can be adjusted by tuning the observer parameters Li.

The steady states of system (1) can be represented by
π1(t) = ϕ1(r1(t)), πi(t) = ϕi(wi(t), ri(t)) for i ∈ N2:n,
and πu(t) = ϕu(wn+1(t), rn+1(t)) with πi(t) and πu(t)
determined by the following equations π1(t) = r(t), πi(t) =
dπi−1

dt (t) − fi−1(π⃗i−1(t)) − wi−1(t), πu(t) = dπn

dt (t) −
fn(π⃗n(t))−wn(t). Clearly, ϕ1(·), ϕi(·) and ϕu(·) are functions
in terms of references, disturbances and their various order of
derivatives. Replacing the disturbances and their derivatives
by their estimates, we obtain the following set of steady-state
estimations of system (1)

π̂1(t) :=ϕ1(r1(t)), π̂i(t) := ϕi(zi(t), ri(t))

π̂u(t) :=ϕu(zn+1(t), rn+1(t))
(6)

for i ∈ N2:n, where zi (the estimate of wi) is a vector
in terms of the estimates of references, disturbances and
their derivatives generated by disturbance observers (3), de-
fined as zi := {z̄i−1,0, z̄i−2,1, · · · , z̄1,i−2} with z̄i,j :={
z1j+1, z

2
j+1,2, · · · , z

i−2
j+1

}
for i ∈ N2:n+1 and j ∈ N0:i−2.

Suppose that ϕi(·) ∈ C1 for i ∈ N1:n and ϕu(·) ∈ C0

with respect to their respective arguments (zi(t), ri(t)) and
(zn+1(t), rn+1(t)) for all t ≥ 0. The property of finite-time
estimation of the steady states is presented by the following
lemma.

Lemma 5. The disturbance observers (3) and (4) guarantee
that the steady-state estimations (6) of system (1) converge
to their real steady-state values in a finite time Tf , that is,
π̂i(t) = πi(t), π̂u(t) = πu(t) for t ≥ Tf .

Proof. It can be concluded from the boundedness of dis-
turbances/references (see Assumption 1) that wi(t) ∈ L∞
and ri(t) ∈ L∞. Similarly, it follows from Lemma 4 that
zi(t) ∈ L∞. With those derivations in mind, it follows from
the conditions ϕi(·) ∈ C1 and ϕu(·) ∈ C0 that πi(t) ∈ L∞,
π̇i(t) ∈ L∞, πu(t) ∈ L∞, π̂i(t) ∈ L∞, ˙̂πi(t) ∈ L∞ and
π̂u(t) ∈ L∞. Moreover, since the convergence of disturbance
observers reveals that zik = w

(k−1)
i (t) (that is zi(t) = wi(t))

for t ≥ Tf , we can draw the conclusion that π̂i(t) = πi(t)
and π̂u(t) = πu(t) for t ≥ Tf . �

B. Controller Design

For the disturbance estimations ⃗̂πi(t) generated by finite-
time disturbance observers (3) and (4), if the nonlinearities
in (1) satisfy Assumption 2, then there exists a C0 function
γi(η⃗i) ≥ 0 such that for all x⃗i ∈ Ri, the following inequality
holds

|fi(x⃗i)− fi(⃗̂πi)| ≤ γi(η⃗i)
i∑

j=1

|ηj |
ri+τ

rj , i ∈ N1:n (7)

where γi(η⃗i) ≥ ρi(η⃗i + ⃗̂πi, ⃗̂πi) for all ⃗̂πi ∈ D̂ with D̂ being a
compact set.

Let σ, ρ ∈ Q+
odd satisfying σ ≥ maxi∈N1:n {ri} and

ρ ≥ maxi∈N1:n {ri + τ, σ}. The following virtual dynamic
compensators are designed

ηi = xi−ϕi(zi, ri), η
∗
i = −ki−1(η⃗i−1)ξ

ri
σ
i−1, ξi = η

σ
ri
i −η

∗ σ
ri

i

(8)
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for i ∈ N1:n, where zi is dynamically determined by the
disturbance observer (3). Following by the transformation (8),
the finite-time exact tracking control law is constructed as

u = −(

n∑
i=1

gi(η⃗n)η
σ
ri
i )

rn+1
σ + ϕu(zn+1, rn+1) (9)

with gi(η⃗n) =
∏n

l=i k
σ

rl+1

l (η⃗l). Denoting z :=

[z1, · · · , zn+1]
T , the constructions of M(z,x, u) and

N(z,x, r) are described by disturbance observers (3) and
control law (8) with definitions in (9), respectively.

Clearly, to give the detailed expression of the control
law, the control gains gi(η⃗n) should be determined. To be-
gin with, design a candidate Lyapunov function V1(η⃗1) =∫ η1

η∗
1

(
s

σ
r1 − η∗1

σ
r1

) 2ρ−τ−r1
σ

ds with virtual control η∗1 designed
as η∗1 = 0. With (6) in mind, the time derivative of η1 along
system dynamics (1) is given by

η̇1 =η2 + f1(x⃗1)− f1(⃗̂π1) + ε1(t) (10)

where ε1(t) = f1(⃗̂π1)− f1(π⃗1) + π̂2 − π2. By Lemma 2, the
time derivative of V1(η⃗1) along (7) and (10) is

V̇1(η⃗1) ≤η
2ρ−τ−r1

r1
1 (η2 − η∗2 + η∗2) + (γ1(η1) + ϱ1) η

2ρ
r1
1 +

ε
2ρ

r1+τ

1

ν1
(11)

where ν1 = n and ϱ1 > 0 is a constant. In the virtual control
law η∗2 as shown in (8), we select the control gain k1(η1) such
that k1(η1) ≥ ν1+γ1(η1)+ϱ1. Substituting the virtual control
law η∗2 (8) into (11) gives

V̇1(η⃗1) ≤ξ
2ρ−τ−r1

σ
1 (η2 − η∗2)− ν1ξ

2ρ
σ
1 +

1

ν1
ε

2ρ
r1+τ

1 (12)

Lemma 6. Define a C1 Lyapunov function Vi(η⃗i) =∑i
k=1

∫ ηi

η∗
i

(
s

σ
ri − η∗i

σ
ri

) 2ρ−τ−ri
σ

ds. Suppose that Assump-
tions 1 and 2 are satisfied. Under the virtual dynamic compen-
sators defined in (8), the derivative of Vi(η⃗i) along the system
(1) satisfies

V̇i(η⃗i) ≤ ξ
2ρ−τ−ri

σ
i

(
ηi+1 − η∗i+1

)
− νi

i∑
j=1

ξ
2ρ
σ
j +

1

νi

i∑
j=1

ε
2ρ

rj+τ

j

with νi = n+ 1− i.

Proof. The proof of the lemma is proceeded in an inductive
manner. Suppose at step i − 1, there exist a C1 Lyapunov
function Vi−1(η⃗i−1): Ri−1 → R, which is positive definite
and proper, and a set of C0 virtual controllers η∗1 = 0 and
η∗2 , · · · , η∗i defined by (8) with C1 control gains kj(η⃗j) > 0
such that

V̇i−1(η⃗i−1) ≤ξ
2ρ−τ−ri−1

σ
i−1 (ηi − η∗i )

− νi−1

i−1∑
j=1

ξ
2ρ
σ
j +

1

νi−1

i−1∑
j=1

ε
2ρ

rj+τ

j

(13)

It is obvious that (13) reduces to the inequality (12) when
i = 2 under the definitions of (8). We will show that
inequality (13) also holds at step i.

With the help of (6), the time derivative of ηi along
system dynamics (1) is governed by

η̇i =ηi+1 + fi(x⃗i)− fi(⃗̂πi) + εi(t) (14)

where εi(t) = fi(⃗̂πi) − fi(π⃗i) + π̂i+1 − πi+1 + π̇i − ˙̂πi.
Note that Vi(η⃗i) = Vi−1(η⃗i−1) + Wi(η⃗i) where Wi(η⃗i) =∫ ηi

η∗
i

(
s

σ
ri − η∗i

σ
ri

) 2ρ−τ−ri
σ

ds. Consequently, the derivative of
Vi(η⃗i) along (14) is

V̇i(η⃗i) ≤V̇i−1(η⃗i−1) + ξ
2ρ−τ−ri

σ
i

(
ηi+1 − η∗i+1

)
+

i−1∑
l=1

∂Wi

∂ηl
η̇l

+ ξ
2ρ−τ−ri

σ
i

(
η∗i+1 + fi(x⃗i)− fi(⃗̂πi) + εi(t)

)
(15)

for a virtual control η∗i+1 to be designed later. Each terms in
the right hand side of (15) are estimated as follows.

By Lemmas 1 and 2 we have1∣∣∣∣ξ 2ρ−τ−ri−1
σ

i−1 (ηi − η∗i )

∣∣∣∣ ≤1

3
ξ

2ρ
σ
i−1 + c̄iξ

2ρ
σ
i (16)

Define κl(η⃗l) = k
σ

rl+1

l (η⃗l) for l ∈ N1:i−1. By Lemma 1 and
Assumption 2, we have∣∣∣∣ξ 2ρ−τ−ri

σ
i

(
fi(x⃗i)− fi(⃗̂πi) + εi

)∣∣∣∣
≤

∣∣∣∣ξ 2ρ−ri+1
σ

i

∣∣∣∣
γi(η⃗i)

i∑
j=1

|ξj − κj−1ξj−1|
ri+1

σ + |εi|


≤ 1

2

i−2∑
j=1

ξ
2ρ
σ
j +

1

3
ξ

2ρ
σ
i−1 +

1

νi
ε

2ρ
ri+1

i + ĉi(η⃗i)ξ
2ρ
σ
i

(17)

Using Lemmas 1 and 2, after tedious calculations, it follows
from Assumptions 1 and 2 that

i−1∑
l=1

∣∣∣∣∂Wi

∂ηl
η̇l

∣∣∣∣ ≤1

2

i−2∑
j=1

ξ
2ρ
σ
j +

1

3
ξ

2ρ
σ
i−1 + c̃i−1(η⃗i−1)ξ

2ρ
σ
i

+
1

νiνi−1

i−1∑
j=1

ε
2ρ

rj+1

j

(18)

The proof of (18) is provided in Appendix for readability.
Substituting (13) and estimations (16)-(18) into (15) gives

V̇i(η⃗i) ≤ξ
2ρ−τ−ri

σ
i

(
ηi+1 − η∗i+1

)
− νi

i−1∑
j=1

ξ
2ρ
σ
j

+ či(η⃗i)ξ
2ρ
σ
i +

1

νi

i∑
j=1

ε
2ρ

rj+1

j + ξ
2ρ−τ−ri

σ
i η∗i+1

(19)

where či(η⃗i) = η⃗i−1) + ĉi(η⃗i) + c̄i. Substituting a virtual

control law η∗i+1 = −ki(η⃗i)ξ
ri+1

σ
i (8) with ki(η⃗i) ≥ νi+ či(η⃗i)

into (19) yields the conclusion. This completes the proof. �
1For briefness of expressions, we use the symbols c̄i, ĉi(·) and c̃i−1(·)

denoting some constants or functions in terms of η⃗i in the following.
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C. Performance Analysis
To begin with, we present the following lemma.

Lemma 7. If fi ∈ C0, the disturbance observers (3) and (4)
ensure that the error signal εi(t) governed by (10) and (14)
satisfies εi(t) ∈ L∞ and εi(t) = 0 for t ≥ Tf .

Proof. Since fi ∈ C0, by Lemma 5, it directly follows from
(10) and (14) that εi(t) ∈ L∞ and εi(t) = 0 for t ≥ Tf . �

The performances of the closed-loop system are concluded
by the following theorem.

Theorem 1. Under Assumptions 1 and 2, the proposed com-
posite controller consisting of (3), (4), (6) and (9) guaran-
tees the stability and the asymptotical exact tracking control
performance of system (1). Furthermore, the finite-time exact
tracking performance of the proposed method is guaranteed by
determining a homogenous degree τ satisfying −1 < τ < 0.

Proof. Using the definition of (6), the time derivative of ηn
along system dynamics (1) is

η̇n =u− π̂u + fn(x⃗n)− fn(⃗̂πn) + εn(t) (20)

where εn(t) = fn(⃗̂πn)− fi(π⃗n)+ π̂u−πu+ π̇n− ˙̂πn. Finally
substituting the control law (9) into (20), it follows from (19)

V̇n(η⃗n) ≤−
n∑

j=1

ξ
2ρ
σ
j +

n∑
j=1

ε
2ρ

rj+1

j (21)

where the control gain kn(η⃗n) is selected such that kn(η⃗n) ≥
νn + c̃n−1(η⃗n−1) + ĉn(η⃗n) + c̄n. The sketch of the rest proof
is divided into two steps as follows.

Step 1 (Boundedness of Closed-Loop System States): By
Lemma 7, the conclusion εi ∈ L∞ indicates that there exists

a constant c > 0 such that c = supt≥0

(∑n
j=1 ε

2ρ
rj+1

j (t)

)
.

Consequently, it can be derived from (21) that ξi ∈ L∞,
ηi ∈ L∞ and xi ∈ L∞ with the ultimate bound defined by
Ωη =

{
(η1, η2, · · · , ηn)

∣∣∣∑n
j=1 ξ

2ρ
σ
j ≤ c

}
. This implies that

the closed-loop system will not escape to infinity during the
transient of the observers.

Step 2 (Exact Tracking Performance): Since εi ∈ L∞, ηi ∈
L∞ and εi(t) = 0 for t ≥ Tf , we have

V̇n(η⃗n) ≤−
n∑

j=1

ξ
2ρ
σ
j (22)

for all t ≥ Tf . Straightforwardly utilizing LaSalle invariant
principal reveals that ξi(t) → 0, ηi(t) → 0 and hence
xi(t) → πi(t) as t → ∞, which shows the asymptotically
exact tracking performance of the closed-loop system. Further-
more, by definition of Vn and Lemma 1, we have the following
inequality

Vn(η⃗n) ≤µ

n∑
j=1

|ξj |
2ρ−τ

σ (23)

where µ is a positive constant. Let λ = µ(2ρ−τ)/2ρ

2 . Using
Lemma 1, it can be concluded from (22) and (23) that

V̇n(η⃗n) + λV
2ρ

2ρ−τ
n (η⃗n) ≤ −1

2

n∑
j=1

|ξj |
2ρ
σ (24)
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Fig. 1. Response curves of system (25) under the proposed control law.

for t ≥ Tf . Since −1 < τ < 0, using Lemma 3, it follows
from (24) that there exists a finite time Tg > Tf such that
ξi(t) = 0, ηi(t) = 0 and subsequently xi(t) = πi(t) for
t ≥ Tg.

This completes the proof. �

IV. SIMULATIONS

Consider the following nonlinear dynamic system under
disturbances

ẋ1 =x2 + 0.5x
3/5
1 + w1(t),

ẋ2 =10u+ x2
1x2 + w2(t).

(25)

The reference signal to be tracked is given by r(t) =
4 + sin(2t) + 2 cos(t). The disturbance signals for simula-
tion studies are depicted by w1(t) = 1 + sin(πt/4) and
w2(t) = 1.5 + cos(πt/2). Let τ = −2/5, r1 = 1, r2 = 3/5,
r3 = 1/5 and σ = ρ = 1. Some brief calculations reveal that
f1(x1) = 0.5x

3/5
1 and f2(x⃗2) = x2

1x2 satisfy (7) with γ1(η1)

a positive constant and γ2(η⃗2) = c(c1η
8/3
1 + c2η

8/3
2 +1) a C0

function.
With the design procedure described in the last section, the

finite-time exact tracking control law for system (25) is given

by u = −k2(η⃗2))
(
η

5
3
2 + k

5
3
1 η1

) 1
5

+ π̂u with k2(η⃗2) = k2c +

k2γ1 |η1|3 + k2γ2 |η2|3. The control parameters are chosen as
k1 = 1, k2c = 5, k2γ1 = 0.3 and k2γ2 = 1. A 3rd-order
and a 2nd-order disturbance observers are utilized to obtain
the disturbance information of w1 and w2, respectively. The
observer parameters are selected as λ0 = 2, λ1 = 1.5, λ2 =
1.1 and L1 = L2 = 5.

Simulation results of the output and the control input for
system (25) are shown by Fig. 1. The steady-state estimations
are given in Fig. 2. It can be observed from Fig. 1 that the
output y tracks the reference signal r well under the finite-time
control law even in the presence of unknown disturbances. It
is also shown that after a short transient period the control
input u tends to its pre-calculated steady-state value πu. The
convergence of the steady-state estimations is clearly shown
in Fig. 2.

V. CONCLUSION

The finite-time exact tracking and disturbance rejection
problem has been investigated for nonlinear systems under
unmatched time-varying disturbances using feedback domina-
tion and finite-time disturbance observation techniques. The
unmatched disturbances have been exactly compensated in
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Fig. 2. Response curves of the estimations of the invariant variables.

each step of the virtual control law design. It has been shown
that the tracking error of the closed-loop system converges
to zero in finite time by the proposed method. Numerical
simulation results have shown the performance of the proposed
composite controller. Future works will focus on saturation
issue of the present control approach.

APPENDIX: PROOF OF INEQUALITY (18)

By Lemma 1 and definition of Wi, for l ∈ N1:i−1, we have∣∣∣∣∂Wi

∂ηl

∣∣∣∣ ≤ϱ̂l|ξi|
2ρ−τ−σ

σ

∣∣∣∣∣∂η∗i
σ
ri

∂ηl

∣∣∣∣∣ (26)

By (8), we have η∗i
σ
ri = −

∑i−1
l=1 κ̄l(η⃗i−1)η

σ
rl

l where
κ̄l(η⃗i−1) = κl(η⃗l) · · ·κi−2(η⃗i−2)κi−1(η⃗i−1). Taking deriva-
tive of both sides of η∗i

σ
ri with respect to ηl gives

∂η∗i
σ
ri

∂ηl
≤κ̌i−1(η⃗i−1)

i−1∑
j=1

|ξj |+ ξ
σ−rl

σ

l−1 + ξ
σ−rl

σ

l


≤κ̃i−1(η⃗i−1)

i−1∑
j=1

ξ
σ−rl

σ
j

(27)

By Assumption 2, Lemmas 1 and 2, we have

|η̇l| ≤|ξl+1|
rl+1

σ + kl(η⃗l)|ξl|
rl+1

σ + |εl|

+ γl(η⃗l)
l∑

j=1

(
|ξj |

rl+1
σ + κ

rl+1
σ

j−1 |ξj−1|
rl+1

σ

)

≤γ̃l(η⃗l)
l+1∑
j=1

|ξj |
rl+1

σ + |εl|

(28)

Combining (26), (27) and (28) gives∣∣∣∣∂Wi

∂ηl
η̇l

∣∣∣∣ ≤b̌l(η⃗i−1)|ξi|
2ρ−τ−σ

σ

 i∑
j=1

|ξj |
σ+τ
σ + |εl|

σ+τ
rl+1


≤ 1

2(i− 1)

i−2∑
j=1

ξ
2ρ
σ
j +

1

3(i− 1)
ξ

2ρ
σ
i−1

+
1

νiνi−1
ε

2ρ
rl+1

l + b̃l(η⃗i−1)ξ
2ρ
σ
i

(29)

The inequality (18) is directly obtained by taking the sum of
(29) in terms of l.
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