arXiv:2012.02838v1 [math.OC] 4 Dec 2020

Proceedings of IEEE IEEE Control Systems Letters, 2020.

MinMax Mean-Field Team Approach for a Leader-Follower Network:
A Saddle-Point Strategy

Mohammad M. Baharloo, Jalal Arabneydi and Amir G. Aghdam

Abstract— This paper investigates a soft-constrained MinMax
control problem of a leader-follower network. The network
consists of one leader and an arbitrary number of followers that
wish to reach consensus with minimum energy consumption
in the presence of external disturbances. The leader and
followers are coupled in the dynamics and cost function. Two
non-classical information structures are considered: mean-field
sharing and intermittent mean-field sharing, where the mean-
field refers to the aggregate state of the followers. In mean-
field sharing, every follower observes its local state, the state
of the leader and the mean field while in the intermittent
mean-field sharing, the mean-field is only observed at some
(possibly no) time instants. A social welfare cost function is
defined, and it is shown that a unique saddle-point strategy
exists which minimizes the worst-case value of the cost function
under mean-field sharing information structure. The solution
is obtained by two scalable Riccati equations, which depend on
a prescribed attenuation parameter, serving as a robustness
factor. For the intermittent mean-field sharing information
structure, an approximate saddle-point strategy is proposed,
and its converges to the saddle-point is analyzed. Two numerical
examples are provided to demonstrate the efficacy of the
obtained results.

I. INTRODUCTION

Recently, there has been a surge of interest in the appli-
cation of networked control systems in various engineering
problems such as sensor networks, swarm robotics and
cooperative coordination of unmanned aerial vehicles, to
name only a few. In this type of system, it is desired to
achieve a global objective (such as consensus or flocking)
using local control laws with limited information exchange.
Many practical problems need to be taken into consideration
in the design of a real-world networked-control system. For
instance, multi-agent networks are often subject to external
disturbances, which means that a practical control strategy
needs to be robust to unwanted disturbances. However, in
the theoretical analysis, such practical issues are usually
neglected for simplicity.

Different robust control design techniques are introduced
in the literature such as H -control, risk-sensitive control
and MinMax control, each of which has its own strengths and
weaknesses. For example, in risk-sensitive asset management
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in the financial market, a risk factor is utilized in order to
capture the randomness of the system; this suits applications
with unknown disturbances. In MinMax control approach,
on the other hand, the external disturbances are modeled as
an adversarial player attempting to maximize the cost of the
system. In general, there are two types of formulations for the
MinMax control problem: (a) hard-constrained formulation,
where an upper bound is set on the magnitude of the dis-
turbance, and (b) soft-constrained formulation that penalizes
the disturbance by a negative quadratic cost function [1]]. It
is demonstrated in [1]] that the hard-constraint formulation
is much more complex and less tractable than the soft-
constraint formulation. Therefore, in this paper we focus on
the soft-constraint formulation only.

There are two main challenges concerning a MinMax
control setting in the leader-follower problem. The first
one is the computational complexity that increases with the
number of followers (curse of dimensionality). The second
challenge is that it is not always feasible to assume that
the states of all followers are available, specially when the
number of followers is large. In such cases, a decentralized
information structure is more desirable but it leads to a
discrepancy in the followers’ information. To address the
above challenges, mean-field models are introduced in the
literature to provide a tractable approximate solution to large-
scale symmetric problems [2, 3. In the control setting,
mean-field-type game [4-6] studies an infinite-population
model wherein the control optimization problem reduces
to a one-body McKean-Vlasov optimization problem due
to the simplification offered by the negligible effect in the
infinite-population. In contrast, mean-field team [7] focuses
on the finite-population model, where the effect of each
individual player is not necessarily negligible. For linear
quadratic mean-field teams, a transformation-based technique
was first proposed in [8]] and further extended in [7} 9} |1O],
that is similar in spirit to the completion-of-square approach
in mean-field-type game [[11}|12]. In general, mean-field-type
game may be viewed as a special case of mean-field team,
where the information structure is mean-field sharing and the
number of players is infinite.

In the mean-field games literature, many researchers con-
sider a leaderless network with a large number of homoge-
neous followers in the presence of an adversarial disturbance
(player). For example, the authors in [13|] study a Min-
Max mean-field-type game problem in the context of social
networks. The proposed solution is an approximate robust
mean-field equilibrium that is formulated in terms of two
coupled forward-backward partial differential equations (i.e.,



the Hamilton-Jacobi-Isaacs and Fokker-Planck-Kolmogorov
equations). In [14], a Stackelberg-like mean-field game prob-
lem is considered, where an adversarial disturbance moves
first and its worst-case value is computed irrespective of
the actions of followers. Given the worst-case disturbance,
an approximate robust Nash equilibrium is obtained for the
followers using two coupled forward-backward stochastic
differential equations. A similar Stackelberg-like mean-field
problem is investigated in [[15] with social cost function,
where the variational analysis and person-by-person opti-
mality principle are employed to derive an approximate
robust mean-field-type strategy in terms of two coupled
forward-backward stochastic differential equations. The au-
thors in [16] integrate a leader player to the above setting
in a sequential fashion, where the method is to first solve
a MinMax control problem for the leader against its dis-
turbance (irrespective of the actions of followers), and then
solve a MinMax control problem for the followers that wish
to track a convex combination of the mean-field and the
state of the leader in the presence of disturbances. Unlike the
above results in which the solution is presented in a semi-
explicit manner, a leaderless MinMax mean-field-type game
solution is computed explicitly in [[12] in terms of two Riccati
equations, where an existence condition for the solution in
the case of scalar time-invariant coefficients is proposed.

In this paper, a leader-follower MinMax mean-field team
problem with multivariate time-varying coefficients and an
arbitrary number of homogeneous followers is investigated.
In contrast to [I13H16]], we obtain the unique explicit saddle-
point strategy under mean-field sharing information structure,
and then give an approximate solution under intermittent
mean-field sharing. It is to be noted that the solution concept
of a saddle-point strategy (that simultaneously solves convex
and concave optimization problems), is different from a
Stackelberg strategy (that solves the two problems sequen-
tially). Also, the Riccati equations obtained in [[12, Equation
29] may be viewed as a special case of the continuous-time
counterparts of the Riccati equations derived in this paper,
where the coefficients associated with the leader are zero.

The remainder of the paper is organized as follows. The
problem is defined and formulated in Section |lIl The main
results are subsequently presented in Section [[II] along with
the required assumptions. In Section two numerical
examples are given to demonstrate the effectiveness of the
results, and finally in Section some concluding remarks
are provided.

II. PROBLEM FORMULATION

In this article, R and N denote, respectively, the sets of real
and natural numbers. For any £ € N, Ny denotes the finite set
{1,...,k}, and 1., is short-hand notation for {x1, ..., zx}.
E(-) is the expectation of an event, Cov(-) is the covariance
matrix of a random vector, Tr(-) is the trace of a matrix, and
I and O are, respectively, the identity and zero matrices.

Consider a multi-agent system consisting of one leader
and n € N homogeneous followers. Let 29 € R, 49 € R,
d,? € Rt and w? € R denote, respectively, the state, action,

disturbance and noise of the leader at time ¢ € N, where
s, 0, € N. Analogously, denote by xi € R, ul € R,
di € R% and w! € R, the state, action, disturbance and
noise of follower 7 € N,, at time ¢ € N. In addition, define
the aggregate state and aggregate action of followers as:

n n
1 P | i
Ty = ﬁ Ty, Ut = E Uy

i=1 i=1

The dynamics of the leader at time ¢ € N is influenced by
the aggregate state 7, the disturbance signal d? and noise
w? as follows:

xy ) = AYxf + Biu) + SPE + df + w), (1)

where A?, BY and S? are matrices of appropriate dimen-
sions. Furthermore, the dynamics of follower ¢ at time ¢ is
affected by the state of the leader x¥, aggregate state 7,
local disturbance d: and local noise w! as described below:

zh = Ay Bl S+ Byl +di+wi, i €N, teN,

2)
where A;, B;, S; and FE; are matrices of appropri-
ate dimensions. Let 7" &€ N denote the control hori-
zon, and assume that the primitive random variables
{x(l)v {Ii}iGNn ) w(l)v {wi}iGNn? ) w’(1)“7 {wé“}iENn} are mu-
tually independent. In addition, it is assumed that the local
noises of followers and the noise of the leader have zero
mean and finite covariance matrices.

To be consistent with the terminology of the mean-field
teams literature [7], the aggregate state of followers is called
mean-field in this work. It is to be noted that the term mean-
field has a slightly different meaning in mean-field games,
where it refers to the aggregate state of an infinite population
(as opposed to a finite population) of followers.

In this paper, we consider two non-classical information
structures: mean-field sharing (MFS) and intermittent mean-
field sharing (IMFS). In MFS information structure, the
leader has access to its local state as well as the mean-field
at any time t, i.e.,

0 0/,.0 =
up = gy (T, o),

where g? : R?*» — R’ Furthermore, each follower i € N,,
has access to its local state as well as the state of the leader
and the mean-field at time ¢, i.e.,

uzlf = g;SL(wzlSﬂ jtaxg)a

where gi : R3+ — R In IMFS information structure, the
mean-field is observed intermittently, i.e.,

u? :gg(x(t)vzt)a Ui :gz(miﬂzhx?)v Vi € Ny,

where z; := Z; during the time when the mean-field is
observed and z; := blank during the time when the mean-
field is not observed. In practice, IMFS information structure
is useful when the number of followers is neither that small
(so that the mean-field can be shared at each time instant) nor
is very large (such that the strong law of large numbers can

be applied to the mean-field). In such a case, it is feasible to



obtain the mean-field intermittently such that at some time
instants the information structure is observed while at some
others it is not. When the number of followers is large, IMFS
may be reduced to no-mean-field sharing, where the mean-
field is not observed at all, i.e.,

0 0

Uy = g?(zvt), U% = gi(ﬁi,xg), Vi € N,,.
The set of all control laws g = {g0.7, gt.p,..., g0y} is

called the strategy of the network.

A. Problem statement

Let the set d be defined as {d{ 1, {d}.;-}ien, }, and v > 0
be a given attenuation parameter. Then the cost function of
the system is defined as follows:

T n

T d)=E(3 [ 3 ()T Qe + ()T Ren ()]
t=1 i=1
+ (@))TQY] + (uw) TRy —*(dy)Tdy

3)

where Q;, QY, Ry, RY, Fy, P, and H, are symmetric matrices
of appropriate dimensions. Note that the value of v deter-
mines the relative importance of reaching consensus versus
rejecting disturbance.

+ (& — 2))TF (2 — 2)) + 2] P2y + ﬂtTHtatH )

Problem 1 Find the saddle-point strategy g under mean-
field sharing information structure such that

JV* =infsup J) (g, d).
g d

Problem 2 Find an approximate saddle-point strategy g.
under intermittent mean-field sharing information structure
such that |supq J)) (8e,d) — J*| < e(n), where e(n) > 0
and lim,,_,, e(n) = 0.

Remark 1 Problems 1 and 2 can be extended to the case
where each follower has an individual weight under the
condition presented in [[7, Assumption 3.6].

The main contributions of the paper are outlined below.
1) We present a unique saddle-point strategy in an explicit
manner for a leader-follower network under mean-field
sharing information structure, where the number of
followers is not necessarily large, and hence the action
of a single follower can not be neglected (note that
the analysis of non-negligible players is more complex
than the case with negligible players, in general).

We propose an approximate saddle-point strategy un-
der intermittent mean-field sharing information struc-
ture, whose performance is different from that of mean-
field sharing for any finite number of followers.

I11.

Define the following matrices at any time ¢t € Np:

2)

MAIN RESULTS

Ay s - B 0p.
A= fo | Be=| P Onxe |
‘ [ Ey A+ S } ¢ [ O¢, xe,, B,
A Q¥+ F, —F; 5 RY 0, xe,
Qt )Rt:: * r .
I QP +E 0¢,xe, Hi+ Ry

Assumption 1 Az any time t € N, matrices Q; and Q; are
positive semi-definite, and matrices R; and R; are positive
definite.

It will be shown later that Problem [I] under Assumption [I]
can be cast as a strictly convex optimization problem with
respect to the control actions of the leader and followers, and
a strictly concave optimization problem with respect to the
disturbances. Using the transformation technique introduced
in [7], define the following variables: I} := x} — Ty, ut =
ul — 1y, dt = d! — dy and W} := w! — wy, where d; :=
LS diand wy := 13" wi. It follows from (2) that:

Tiy1 = (A + ST + Bytiy + Eyal + dy + 1wy,
Fioy = AEL 4 Byl + di + ) )
Note that 3" # = 0px1, => 0 0 = 0gx1,
122 1d1—05 %1 and ZZ 1wt_Ofw><1'
Define the following Vanables backward in time:
M, := Q¢ + AtMtJrlA;lAtT’
M, == Q; + A My AT AT,
Api=To,xe, + BeRy ' Bl Myp1 — v > My, (5)
Ay :=Top, w0, + BiR; ' BI My — v 2 My 44,
& = &4 + Tr(Myyy Covid}),
Gt := Coy1 + Tr(Myyq Cov([w?, wy))),

where Mryq = 0/, %0, Mriq = 02¢,x2¢,, cT+1 :=0 and

¢ryq :=0,7 €Ny,
Theorem 1 Let Assumption [I] hold. Then:
1) Given any v > 0, Problemladmzts a unique feedback
saddle-point strategy if matrices v*1y, o, — Mt+1 and

v?Xar, w20, — Myy1 are positive definite for every t €
NT,l, where M1 and My, are given by (9).

2) The saddle-point strategy of the leader is described by:
u) = Lytad + L %2y, (6)

and for every follower i € Ny,:
= Lyt + L'l + (L% — Loz, (7)

jLL L2 S
where [ =51 b ] = —B/M; 1 A7YA; and
Ly Ly
Lt = *BtMt_;'_lAt_lAt.

3) The performance under the saddle- -point strategy is

given by: J)* = Ly 1[TT(M1 Cov(&1)) + ¢ +
Tr(M; Cov([z9,71]) ) + 1.

PROOF The proof is presented in Appendix [Il
We now impose the following two assumptions on the model.

Assumption 2 The initial states and local noises of the
followers are i.i.d. random variables and independent of
those of the leader.

Assumption 3 All matrices in the dynamic equations (I))
and and cost function as well as the covariance
matrices are independent of the number of followers.



Let m; be the expected value of the initial states of the
followers, and m; denote an estimate of the mean-field Z;
at time ¢ such that if 2, ; = blank at time ¢ + 1:

Tht+1 = (At +St +Btit72)’ﬁ’lt + (BtIJ?J +Et)$? +6Zt,

and if z;41 = Tya1, Mya1 := Tyy1. Under Assumptions
and |3} it can be shown that 1, almost surely converges to
Z41 at every time instant, as n — oo, due the strong law of
large numbers, on noting that the dynamics of the mean-field
under the saddle-point strategy is described by:

i't-‘rl = (At+St +Btf1?72)i‘t + (Btf/?71 +Et)l‘? —l—Jt +’lI]t

We now replace the mean-field Z; in the saddle-point strategy
of Theorem [I| with the estimate 772, (that is measurable under
IMFS information structure)f] to construct the following
approximate saddle-point strategy:

{Ut _L11 0—|—L1 27?%7

y 8
Lyt + L' 2l + (LP? — Ly)i, ®

1 € Ny,.

Since the dynamic equations (I) and (@), cost function (3)
and the saddle-point strategies (6), (7) and (8) are bounded
and continuous in 7y, it results that is an approximate
saddle-point strategy. The reader is referred to [10] for
a detailed proof in the context of optimal control, which
is similar, to a great extent, to the convergence proof of
MinMax control problem considered in this subsection, but
note that the Riccati equations here are different and the
relative errors defined in [[10] are of intermittent nature.
However, these differences do not add much complexity
to the convergence proof because the Riccati equations (3]
do not depend on the number of followers according to
Assumption |3| Hence, the rate of convergence with respect
to the number of followers is 1/n, similar to [10, Theorem
2]. This leads to the following theorem.

Theorem 2 Let Assumptions [IH3] hold. The strategy (@) is
an approximate saddle-point strategy for Problem

IV. NUMERICAL EXAMPLES

In this section, two numerical examples are provided to
illustrate the efficacy of the obtained results.

Example 1. Consider a multi-agent network consisting of
one leader and 100 identical followers whose dynamics are
described by equations (I) and (@), respectively, with the
following numerical parameters: AY = 0.85, BY = 0.15,
Ay = 0.85, B, = 0.85, SY = 0.03, S; = 0.1, E;, = 0.01,
wi ~ N(0,0.3), Vi € N,,, T = 20.

Let the initial state of the leader be z{ = 30 and the initial
states of the followers be chosen randomly (with uniform
distribution) in the interval [0, 20]. The followers are exposed
to an external disturbance given by: di = 0.6sin(t), t €
Nsg, ¢ € Nygg. The objective of the leader and followers
is to minimize the cost function under the worst-case

'Note that the worse-case value of d; is given by (T3) in the Appendix.

(a) Trajectories of the leader and followers with v = 15

States

Fig. 1. Sample trajectories of the leader and followers in Example 1,
where thin colored curves are the states of the followers, thick blue curve
is the mean-field, and thick black curve is the state of the leader.

disturbance, where at any time ¢t € Nog: R; = 70, Q; = 8,
F, =11, P, =04, RY =50, QY = 0.5, H; = 0.1.

Sample trajectories of the leader and followers are de-
picted in Figure [I] It is shown that as the attenuation
parameter ~ increases, the fluctuations of the mean-field
decrease which means better disturbance rejection.

Example 2. Consider 100 followers with identical dy-
namics that wish to track a reference signal, which may
be viewed as a virtual leader with constant state = = 10,
Vt € Ng3g. The initial states of the followers are randomly
chosen in the interval [0,8] with a uniform distribution.
The dynamics of the leader and followers are expressed
by the following parameters: AY = A, = 1, BY = 0,
wi ~ N(0,0.3), Vi € Nigg, S? =0, S; = 0.04, By = 1,
T = 30, £y = 0.001. The followers are subject to local
external disturbances given below: di = 0.4sin(t), i € Nygo,
t € N3o. The weight matrices in the cost function are given
by: R, = 0.11, @, = 0.01, F; = 0.07, P, = 0.001,
R)=10"% QY =101 H; = 1.

In Figure 2] three sample trajectories of the states of
followers are displayed for three different values of the
attenuation parameter. It is observed that as the attenuation
parameter increases, the disturbance is rejected more strongly
at the cost of prolonging the consensus process.

V. CONCLUSIONS

In this paper, a robust control strategy was proposed
for a class of leader-follower networks. Two decentralized
information structures were studied. For mean-field sharing
structure, it was shown that a unique saddle-point strategy
exists under some mild assumptions. For intermittent mean-
field sharing, the proposed strategy was shown to converge
to the saddle-point strategy as the number of followers tends
to infinity. The main feature of the obtained results is the fact
that the solutions are identified by two Riccati equations that
are not in the form of forward-backward equations, and their
dimensions do not increase with the number of followers.
In addition, it was numerically verified that the disturbance



(a) Trajectories of followers with v =4

States

States

Time
Fig. 2. The trajectories of followers for different values of the attenuation
parameter v in Example 2.

rejection property of the solution outweighs the consensus-
reaching behaviour when the attenuation parameter is large.
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APPENDIX [
PROOF OF THEOREM 1]

Rewrite the cost function defined in () in terms of the
new variables as:

IR i (vi o %iNT Ji
n Z(xt)Ttht"’(“t)TRtut_’YQ(dt)Tdt}
1 =1

017 (T 07T 0 0 17 40
R L A A

At any time ¢, define the following augmented vectors: x; :=
N L T (AN T IR TR LS
d; = [d}T,...,dr7,dT,d]]7. Suppose for now that x;
is known, and solve the corresponding Isaacs’ equation
according to [[17, Theorem 3.2], i.e., the cost-to-go function

e . 1 el
at thoe te£m1nal tm:)e Tis: Vp(xp) = = 30 (#)TMp@h +
T v T 1 noog _
o Mr Zr + = >, ¢ + ¢r. Suppose that the

cost-to-go function takes the following form at time ¢ + 1:

33
[}
2

/|
m
[M]=

1 < . o )
_ v %3
Vig1(Xe41) = - Z(xtH)TMHlﬂUtH
i=1
0 T 0 1 &
Liy1 ¥ Liy1 i -
+ | i My, | 0 + — E Cip1 +Cp1- 9
Tt+1 Tt+1 n =



It is now desired to show that (@) holds at time ¢ as well. It
follows from Isaacs’ equation that:

n

el S i | (i vi 7T Ji
Vi) =supint( S [()T Qi + ()T Reik —+*(d;)" ]
t t i=1
9 0 01T 0 0 1T 40
A5 Tt Uy B U | 2 d_t d_t
N B EIL T s H b
+ E[Vt+1(Xt+1) | x¢,u,dy]). (10)
From @), (O and (10), one arrives at:
A 1 i ui oY T3 or 7 7
Vil )=supint(C: 3 [(8)Qut + (8" Reif = 4*(d)d]
t t =1
0 0 01T 0 0 1T 40
Te | A Tt up |5 | up | o| di dy
HQ[ HCEEHEH

- Z (A} + Byt + di + w0}) T M1y
i:l

I~y
+g 21 Ciy1 + Cit1

B 0 B 0 0 0 B
+(At{xt]+3t[ut {di]Jr{Z}}ﬂ)TMtH

+
_ 0 _ 0 0 0
a3 ]en w0

This yields:

X (A&l + Byitl + di + )]

J=supiuf( nZ E)TQuE, + (i) Rty 7 (d;) 7]
07T 0 01T 0 01T 0
Ty | Al Tt ug | n | up | 2| dy dy

Lol el e

N 7t SINT ) s i FiNT 1 i
T Z[(Atxt + Bytig) T M1 (Aely + Byti)+(d) T My dy

Vi(x

i
tut

L+ d))
dg 1o [ d?
& Pt 5]

| 2 am | a2 s )

Tt Ut

+ 2(d )TMt+1(Atxt+Btut) + 2tht+1<Atxt + Bt

2(d})T My41W{+Tr (M1 Cov(w})) ]+ [

x
u? _
ai })Jrct“
[ w0 17 - [ 2
+2| ] M1 (A ft + By th+1

r T 70 _
Ly i] Mtﬂ[?éi }m(MtHcovqw?,wt]))).(m

1T o [a? _
SHEENEIE
| at Tt

Given any disturbance vector d;, we now compute the
gradient vector with respect to u; and set each component
to zero in order to obtain the optimal actions of the leader
and followers, i.e., one has:

2(u3)T Ry + 2(1})T Bf Myy1 By + 2(83)TAT M1 By
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which leads to:
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It is observed that the Hessian matrix is diagonal, with ma-
trices R; + B} MH_lBt and R; + B] M, 1B; as its diagonal
terms that are positive definite according to Assumption [T}
Hence, the cost function is strictly convex in the newly
defined control actions.

By incorporating the optimal strategies (12) and (13)
into (TI), calculating the gradient with respect to d; and
setting each component to zero, one arrives at the following
n + 1 equations:

- Mt—i—lBt(Rt + Bth—i-lBt)ilB;th—&-lji
— MtJrlBt(Rt + BtTMt+1Bt)_1BtTMt+1AtﬂuCi
V2di 4 Myyrdi + My AgFe = 0,51, Vi € Ny,
and
_ __ __ _ __ 40
— Myy1By(Ry + Bf My 11 By) ™' Bf M1 [ Ji }
— MssBu(Ry + B My 1 B BY My A, [ }

_e|
»|

After some manipulations, the worst-case disturbances can
be obtained as:
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where A, and A, are given by (3). In addition, we
find the Hessian matrix which is diagonal with matrices
—21y, wp, + Myy1 and —2Xy w90, + M,y as its diagonal
terms. Therefore, if these matrices are negative definite, it
is concluded that the cost function is strictly concave with
respect to disturbances. The recursion () is finally obtained
by incorporating the worst-case disturbances (14) and (13)
into the optimal strategies (12) and (T3) and comparing the
expressions (@) and (I0) at times ¢ + 1 and ¢, respectively,
which completes the proof.
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