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#### Abstract

It is an important decision-making problem for a miner in the blockchain networks if he/she participates in the mining so that he/she earns a reward by creating a new block earlier than other miners. We formulate this decision-making problem as a noncooperative game, because the probability of creating a block depends not only on one's own available computational resources, but also those of other miners. Through theoretical and numerical analyses, we show a hysteresis phenomenon of Nash equilibria depending on the reward and a jump phenomenon of miner decisions by a slight change in reward. We also show that the reward for which miners decide not to participate in the mining becomes smaller as the number of miners increases.
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## I. Introduction

Blockchain is a distributed ledger technology for recording transactions that underlies various services such as the digital currency Bitcoin [1]. Blockchain-based services use cryptography to record transactions as a chain of blocks. A block consists of a block header and transaction data. The block header contains a cryptographic hash of the previous block, making blockchain-based services resistant to tampering. In these services, users called miners create blocks in a distributed manner, and the longest chain of blocks, called the main chain, is considered to be legitimate. The process of creating blocks is called mining. Blockchainbased services approve transactions through a consensus algorithm, typically proof-of-work (PoW). In this algorithm, the mining difficulty is set using a 4-byte value called a nonce in the block header. To create a block, miners must find a nonce such that the cryptographic hash value for the previous block satisfies specific conditions, determined according to the mining difficulty. In general, a cryptographic hash value for a block is unique according to the nonce contained in the block. Moreover, a nonce that satisfies the specific conditions cannot be calculated directly. This is an exhaustive search that imposes a large computational cost on miners. Consequently, PoW also contributes to the resistance to tampering. Because transaction approvals depend on miner calculations, miner incentives are important to maintain blockchain-based services. When a miner successes in creating a block and the created block is contained in the main chain, he/she gets a reward.
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Game theory is used to analyze the interaction among rational decision-makers [2]. A Nash equilibrium is the most accepted solution concept for a non-cooperative game. Intuitively, it is the most rational solution for all decision-makers in the sense that no decision-maker has a reason for changing his/her decision if the others maintain their decisions. A noncooperative game is applied in various fields, such as network security [3] and resource management [4].

Because miners make decisions in a distributed and selfish manner, many studies have adopted game theory to analyze their behavior [5]. In particular, mining involves significant energy consumption [6], [7], so it is important to analyze miner behavior considering both energy consumption and the expected reward. Dimitri [8] discussed the computational resources needed for mining under a given computation cost and showed that the decision on investment for mining depends only on the average mining cost. Fiat et al. [9] discussed computational resources spent for mining under an upper limit on time units for hash calculations, showing that all miners use all available resources. These previous studies implicitly assumed blocks will always be created within a given cost or number of hash calculations. However, these assumptions are not practical for actual blockchain-based services.

In this paper, we formulate the energy consumption under the condition that miners keep calculating while paying the cost without the upper limit until the block is created. We adopt a deterministic game approach to analyze the relation between mining reward amount and the decision-making regarding participation in mining considering energy consumption and the expected reward. Specifically, we formulate a utility function according to energy consumption and the mean reward for mining, and model the decision-making problem of miners as a noncooperative game. Through theoretical and numerical analyses, we show a hysteresis phenomenon of Nash equilibria depending on the reward and a jump phenomenon of miner decisions by a slight change of the reward. The remainder of this paper is organized as follows. In Section II, we formulate the decision-making problem as a noncooperative game. In Section III, we analyze the Nash equilibrium of the game in the case of two miners. Section IV presents a numerical analysis.

## II. Game Formulation

## A. Miner decision-making as a game

It is an important decision-making problem for a miner in the blockchain networks if he/she participates in the mining so that he/she earns a reward by creating a new block
earlier than other miners. We formulate this decision-making problem as a non-cooperative game because the probability of creating a block depends not only on one's own available computational resources, but also those of other miners.

We denote $\mathcal{N}=\{1,2, \ldots, n\}$ as a set of miners $(n \geq 2)$ in a blockchain network. Each miner $k \in \mathcal{N}$ has a strategy set $S_{k}=\{0,1\}$. The strategy $s_{k}=1$ denotes that miner $k$ participates in the mining and $s_{k}=0$ denotes that miner $k$ does not participate in the mining. Let $s=\left(s_{1}, \ldots, s_{n}\right)$ and $S=\times_{k \in \mathcal{N}} S_{k}$ be a strategy profile and the set of strategy profiles, respectively. We denote $U: S \rightarrow \mathbb{R}^{n}$ as a utility function for all miners and $U_{k}: S \rightarrow \mathbb{R}$ as a utility function for miner $k \in \mathcal{N}$, that is, $U(s)=\left(U_{1}(s), \ldots, U_{n}(s)\right)$ for a given strategy profile $s$. Then, the game is described as the tuple

$$
\begin{equation*}
G_{n}=(\mathcal{N}, S, U) \tag{1}
\end{equation*}
$$

In Section II-B, we will derive the utility function $U_{k}$.

## B. Derivation of the utility function

To create a new block, a miner calculates a hash value $H(\mathrm{tx}$, prev.hash, nc) using the data of the previous block, namely, the Merkle root of transactions tx, the hash of previous block header prev.hash, and the nonce nc. The hash function $H$ outputs an $L$-bit hash value ( $L \in \mathbb{N}$ ) according to inputs tx, prev.hash, and nc. In PoW [1], [10], the miner needs to find a nonce that satisfies

$$
\begin{equation*}
H(\mathrm{tx}, \text { prev.hash, nc }) \leq 2^{L-h} \tag{2}
\end{equation*}
$$

For a given target value $2^{L-h}$ in $\sqrt{2} \sqrt{1}$, the probability that a miner creates a block with one hash calculation is

$$
\mathbb{P}\left[H(\mathrm{tx}, \text { prev.hash, nc }) \leq 2^{L-h}\right]=\frac{1}{D}
$$

where $D=2^{h}$ [11]. The relation between blocks and the times they are created is modeled by a Poisson process [12]. Let $w_{k}$ be the average number of queries to $H(\cdot)$ of miner $k \in \mathcal{N}$ calculated per unit operating time. The rate $\lambda_{k}$ of the Poisson process for miner $k$ is given by $\lambda_{k}=w_{k} / D$ [13].

When the miner $k$ participates in the mining, he/she needs a cost $c_{k} \geq 0$ per unit operating time and calculates queries whose average number per unit operating time depends on the cost, that is, we assume that $w_{k}=f_{k}\left(c_{k}\right)$, where $f_{k}$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a non-decreasing function. If miner $k$ chooses $s_{k}=1$, then the rate of the Poisson process is

$$
\lambda_{k}=\frac{s_{k} f_{k}\left(c_{k}\right)}{D}
$$

First, we calculate the expected reward for mining. Let $\mathcal{M} \subseteq \mathcal{N}$ be the set of miners who choose to participate in the mining. We assume that all miners in $\mathcal{M}$ start trying to create a new block at time $t=0$ and that they create samesize blocks. The first miner to create a block that reaches

[^0]consensus earns a reward $R \geq 0\left(R \in \mathbb{R}_{+}\right)^{2}$. Let $B_{k}(t)$ be the probability of miner $k$ creating a block before other miners be between $t$ and $t+d t$. Then, using the properties of the Poisson process, we have
\[

$$
\begin{align*}
& B_{k}(t) \\
& =\exp \left(-\lambda_{k} t\right) \lambda_{k} d t \exp \left(-\lambda_{k} d t\right) \prod_{i \in \mathcal{M} \backslash\{k\}} \exp \left(-\lambda_{i}(t+d t)\right) \\
& \approx \lambda_{k} \exp \left(-\sum_{i \in \mathcal{M}} \lambda_{i} t\right) d t=\lambda_{k} \exp \left(-\sum_{i \in \mathcal{N}} \lambda_{i} t\right) d t \tag{3}
\end{align*}
$$
\]

From the assumption that all miners create same-size blocks, the probability of earning the reward equals the probability of creating the block [12]. Then, for any miner $k \in \mathcal{N}$, the probability $P_{k}(s)$ of earning the reward is given by the integration of (3) in the interval $[0, \infty)$ :

$$
\begin{aligned}
P_{k}(s) & =\int_{0}^{\infty} \lambda_{k} \exp \left(-\sum_{i \in \mathcal{N}} \lambda_{i} t\right) d t \\
& =\frac{\lambda_{k}}{\sum_{i \in \mathcal{N}} \lambda_{i}}=\frac{s_{k} f_{k}\left(c_{k}\right)}{\sum_{i \in \mathcal{N}} s_{i} f_{i}\left(c_{i}\right)} .
\end{aligned}
$$

Note that the probability of miner $k$ earning the reward is 0 when miner $k$ chooses $s_{k}=0$. Therefore, for any miner $k \in \mathcal{N}$, the expected reward $R_{k}(s)$ is

$$
\begin{equation*}
R_{k}(s)=\frac{s_{k} f_{k}\left(c_{k}\right)}{\sum_{i \in \mathcal{N}} s_{i} f_{i}\left(c_{i}\right)} R \tag{4}
\end{equation*}
$$

Next, we calculate the expected cost for creating a block in the same way as calculating the expected reward. Assume miner $k$ consumes cost $c_{k}$ per unit operating time until a nonce that satisfies (2) is found. The expected cost for mining $C S_{k}(s)$ is

$$
\begin{align*}
C S_{k}(s) & =c_{k} \int_{0}^{\infty} t \lambda_{k} \exp \left(-\sum_{i \in \mathcal{N}} \lambda_{i} t\right) d t \\
& =\frac{c_{k} \lambda_{k}}{\left(\sum_{i \in \mathcal{N}} \lambda_{i}\right)^{2}}=\frac{s_{k} f_{k}\left(c_{k}\right)}{\sum_{i \in \mathcal{N}} s_{i} f_{i}\left(c_{i}\right)} \frac{D c_{k}}{\sum_{i \in \mathcal{N}} s_{i} f_{i}\left(c_{i}\right)} \tag{5}
\end{align*}
$$

Finally, we define the utility function

$$
\begin{align*}
& U_{k}(s) \\
& = \begin{cases}0 & \text { if } s=(0, \ldots, 0), \\
\frac{s_{k} f_{k}\left(c_{k}\right)}{\sum_{i \in N_{N}} s_{i} f_{i}\left(c_{i}\right)}\left(R-\frac{D c_{k}}{\sum_{i \in \mathcal{N}^{N}} s_{i} f_{i}\left(c_{i}\right)}\right) & \text { otherwise }\end{cases} \tag{6}
\end{align*}
$$

as the difference between (4) and (5). Note that when no miners decide to participate in the mining, $U_{k}(s)=0$ for all miners.

[^1]
## C. Extension to mixed strategies

We denote $X=\times_{k \in \mathcal{N}} X_{k}$ as a mixed strategy space where

$$
X_{k}=\left\{x_{k}=\left(x_{k}^{0}, 1-x_{k}^{0}\right)^{\mathrm{T}} \mid 0 \leq x_{k}^{0} \leq 1\right\}
$$

and $x_{k}^{0}$ represents the probability of miner $k$ choosing $s_{k}=$ 0 . Let $x=\left(x_{1}, \ldots, x_{n}\right)$ and $x_{-k}$ represent a mixed strategy profile for all miners and for all miners except $k$, respectively. We define $e_{m}^{i}$ as an $m$-dimensional unit vector in which only the $i$-th component is 1 . Note that mixed strategy profiles $\left(e_{2}^{1}, \ldots, e_{2}^{1}\right)$ and $\left(e_{2}^{2}, \ldots, e_{2}^{2}\right)$ correspond to pure strategy profiles $s=(0, \ldots, 0)$ and $s=(1, \ldots, 1)$, respectively. Then, for any mixed strategy profile $x$, the expected utility function $u_{k}: X \rightarrow \mathbb{R}$ of miner $k \in \mathcal{N}$ is

$$
u_{k}(x)=x_{k}^{0} u_{k}\left(e_{2}^{1}, x_{-k}\right)+\left(1-x_{k}^{0}\right) u_{k}\left(e_{2}^{2}, x_{-k}\right)
$$

Note that $u_{k}\left(e_{2}^{1}, x_{-k}\right)$ and $u_{k}\left(e_{2}^{2}, x_{-k}\right)$ are the expected utility values when miner $k$ chooses strategy $s_{k}=0$ and $s_{k}=1$, respectively.

Let $\tilde{\beta}_{k}: X \rightarrow 2^{X_{k}}$ represent the best response correspondence of miner $k$ for mixed strategy $x$ as

$$
\begin{aligned}
& \tilde{\beta}_{k}(x) \\
& =\left\{x_{k}^{*} \in X_{k} \mid \forall x_{k}^{\prime} \in X_{k} u_{k}\left(x_{k}^{*}, x_{-k}\right) \geq u_{k}\left(x_{k}^{\prime}, x_{-k}\right)\right\}
\end{aligned}
$$

A mixed strategy $x^{*}$ satisfying $x^{*} \in \tilde{\beta}\left(x^{*}\right)$ is called a Nash equilibrium, where $\tilde{\beta}(x)=\times_{k \in \mathcal{N}} \tilde{\beta}_{k}(x) \subseteq X$. We denote $\operatorname{NE}\left(G_{n}\right)$ as the set of Nash equilibria in game $G_{n}$.

## III. The two-miners case

In this section, we focus on the case of two miners, namely, where $\mathcal{N}=\{1,2\}$ and $f_{k}\left(c_{k}\right)$ is a linear function $f_{k}\left(c_{k}\right)=v_{k} c_{k}, v_{k} \in \mathbb{R}_{+}$for all $k \in \mathcal{N}$. We theoretically derive the Nash equilibria of game $G_{2}$, where the utility functions of two miners are written as

$$
\left.\begin{array}{l}
U_{1}(s) \\
=\left\{\begin{array}{ll}
0 & \text { if }\left(s_{1}, s_{2}\right)=(0,0), \\
s_{1}+s_{2} p_{v} p_{c} \\
s_{1}
\end{array}\left(R-\frac{d}{s_{1}+s_{2} p_{v} p_{c}}\right)\right. \\
\text { otherwise },
\end{array}\right\} \begin{array}{ll}
U_{2}(s) & \text { if }\left(s_{1}, s_{2}\right)=(0,0), \\
= \begin{cases}0 & \text { otherwise },\end{cases} \tag{8}
\end{array}
$$

where $p_{v}:=v_{2} / v_{1}>0, p_{c}:=c_{2} / c_{1}>0$, and $d:=D / v_{1}>$ 0 . We can assume $p_{v} \geq 1\left(0<v_{1} \leq v_{2}\right)$ without loss of generality $3^{3}$.

Strategic forms for finite two-player games are depicted as matrices. Tables $\square$ and $\Pi$ show payoffs for the corresponding strategy profiles of miners 1 and 2 , respectively. We obtain the set of Nash equilibria for mixed strategies of game $G_{2}$ as in Proposition 1 .

[^2]Proposition 1: Assume $p_{v} \geq 1$. We define functions $g_{1}$ : $\mathbb{R} \rightarrow \mathbb{R}$ and $g_{2}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
\begin{align*}
& g_{1}(z)=p_{v} p_{c}\left(z-\frac{p_{c}}{1+p_{v} p_{c}}\right)\left(\frac{2 p_{v} p_{c}+1}{p_{v}\left(1+p_{v} p_{c}\right)}-z\right)^{-1}  \tag{9}\\
& g_{2}(z)=\left(z-\frac{1}{1+p_{v} p_{c}}\right)\left(p_{v} p_{c}\left(\frac{2+p_{v} p_{c}}{1+p_{v} p_{c}}-z\right)\right)^{-1} \tag{10}
\end{align*}
$$

Respectively letting $\alpha_{1}$ and $\alpha_{2}$ be $\alpha_{1}:=g_{1}(R / d)$ and $\alpha_{2}:=$ $g_{2}(R / d)$, the set $\mathrm{NE}\left(G_{2}\right)$ is given as follows 4 :

If $p_{c} \geq 1$, then

$$
\begin{align*}
& \mathrm{NE}\left(G_{2}\right)= \\
& \left\{\begin{array}{l}
\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\} \\
\quad \text { if } \frac{R}{d}<\frac{p_{c}}{1+p_{v} p_{c}}, \\
\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2},\left(\gamma_{2}, 1-\gamma_{2}\right)^{\mathrm{T}}\right)\right\} \\
\quad \text { if } \frac{R}{d}=\frac{p_{c}}{1+p_{v} p_{c}}, \\
\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2}, e_{2}^{2}\right),\left(\left(\alpha_{1}, 1-\alpha_{1}\right)^{\mathrm{T}},\left(\alpha_{2}, 1-\alpha_{2}\right)^{\mathrm{T}}\right)\right\} \\
\quad \text { if } \frac{p_{c}}{1+p_{v} p_{c}}<\frac{R}{d}<\frac{1}{p_{v}}, \\
\left\{\left(e_{2}^{2}, e_{2}^{2}\right),\left(e_{2}^{1},\left(\delta_{2}, 1-\delta_{2}\right)^{\mathrm{T}}\right)\right\} \\
\quad \text { if } \frac{R}{d}=\frac{1}{p_{v}}, \\
\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\} \\
\text { if } \frac{R}{d}>\frac{1}{p_{v}}
\end{array}\right. \tag{11}
\end{align*}
$$

where $\gamma_{2} \in\left[0, g_{2}\left(p_{c} /\left(1+p_{v} p_{c}\right)\right)\right]$ and $\delta_{2} \in\left[g_{2}\left(1 / p_{v}\right), 1\right]$.

[^3]TABLE I
MINER 1'S PAYOFF FOR THE CORRESPONDING STRATEGY PROFILE.


TABLE II
Miner 2's Payoff For the corresponding strategy profile.


If instead $1-1 / p_{v} \leq p_{c}<1$, then

$$
\begin{align*}
& \mathrm{NE}\left(G_{2}\right)= \\
& \left\{\begin{array}{l}
\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\} \\
\quad \text { if } \frac{R}{d}<\frac{1}{1+p_{v} p_{c}}, \\
\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(\left(\varepsilon_{1}, 1-\varepsilon_{1}\right)^{\mathrm{T}}, e_{2}^{2}\right)\right\}, \\
\quad \text { if } \frac{R}{d}=\frac{1}{1+p_{v} p_{c}}, \\
\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2}, e_{2}^{2}\right),\left(\left(\alpha_{1}, 1-\alpha_{1}\right)^{\mathrm{T}},\left(\alpha_{2}, 1-\alpha_{2}\right)^{\mathrm{T}}\right)\right\} \\
\quad \text { if } \frac{1}{1+p_{v} p_{c}}<\frac{R}{d}<\frac{1}{p_{v}}, \\
\left\{\left(e_{2}^{2}, e_{2}^{2}\right),\left(e_{2}^{1},\left(\delta_{2}, 1-\delta_{2}\right)^{\mathrm{T}}\right)\right\} \\
\quad \text { if } \frac{R}{d}=\frac{1}{p_{v}}, \\
\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\} \\
\text { if } \frac{R}{d}>\frac{1}{p_{v}},
\end{array}\right. \tag{12}
\end{align*}
$$

where $\varepsilon_{1} \in\left[0, g_{1}\left(1 /\left(1+p_{v} p_{c}\right)\right)\right]$ and $\delta_{2} \in\left[g_{2}\left(1 / p_{v}\right), 1\right]$.
Finally, if $0<p_{c}<1-1 / p_{v}$, then

$$
\operatorname{NE}\left(G_{2}\right)= \begin{cases}\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\} & \text { if } \frac{R}{d}<\frac{1}{p_{v}}  \tag{13}\\ \left\{\left(e_{2}^{1},\left(\zeta_{2}, 1-\zeta_{2}\right)^{\mathrm{T}}\right)\right\} & \text { if } \frac{R}{d}=\frac{1}{p_{v}}, \\ \left\{\left(e_{2}^{1}, e_{2}^{2}\right)\right\} & \text { if } \frac{1}{p_{v}}<\frac{R}{d}<\frac{1}{1+p_{v} p_{c}}, \\ \left\{\left(\left(\eta_{1}, 1-\eta_{1}\right)^{\mathrm{T}}, e_{2}^{2}\right)\right\} & \text { if } \frac{R}{d}=\frac{1}{1+p_{c} p_{v}} \\ \left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\} & \text { if } \frac{R}{d}>\frac{1}{1+p_{v} p_{c}},\end{cases}
$$

where $\zeta_{2} \in[0,1]$ and $\eta_{1} \in[0,1]$.
Proof: Because the pure strategy sets $S_{1}$ and $S_{2}$ are finite, there exists at least one Nash equilibrium in game $G_{2}$ in the mixed strategies [2]. $x_{1}=\left(x_{1}^{0}, 1-x_{1}^{0}\right)^{\mathrm{T}}, 0 \leq$ $x_{1}^{0} \leq 1$ and $x_{2}=\left(x_{2}^{0}, 1-x_{2}^{0}\right)^{\mathrm{T}}, 0 \leq x_{2}^{0} \leq 1$ represent mixed strategies of miners 1 and 2 , respectively. We denote the expected payoffs of miners 1 and 2 as $u_{1}\left(x_{1}, x_{2}\right)$ and $u_{2}\left(x_{1}, x_{2}\right)$, respectively. The difference in expected payoffs between $s_{k}=1$ and $s_{k}=0$ for miner $k$ is

$$
\begin{align*}
& u_{1}\left(e_{2}^{2}, x_{2}\right)-u_{1}\left(e_{2}^{1}, x_{2}\right) \\
& =\frac{d}{1+p_{v} p_{c}}\left(\left(\frac{R}{d}-\frac{1}{1+p_{v} p_{c}}\right)\right. \\
& \left.\quad+p_{v} p_{c}\left(\frac{R}{d}-\frac{2+p_{v} p_{c}}{1+p_{v} p_{c}}\right) x_{2}^{0}\right) \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
& u_{2}\left(x_{1}, e_{2}^{2}\right)-u_{2}\left(x_{1}, e_{2}^{1}\right) \\
& =\frac{d}{1+p_{v} p_{c}}\left(p_{v} p_{c}\left(\frac{R}{d}-\frac{p_{c}}{1+p_{v} p_{c}}\right)\right. \\
& \left.\quad+\left(\frac{R}{d}-\frac{2 p_{v} p_{c}+1}{p_{v}\left(1+p_{v} p_{c}\right)}\right) x_{1}^{0}\right) . \tag{15}
\end{align*}
$$

From (14) and (15), for another miner $\ell \in \mathcal{N} \backslash\{k\}$, the best response $\tilde{\beta}_{k}(x)$ of miner $k$ changes depending on the value range for $g_{\ell}(R / d)$. We thus consider five cases: $g_{\ell}(R / d)<$ $0, g_{\ell}(R / d)=0,0<g_{\ell}(R / d)<1, g_{\ell}(R / d)=1$, and $g_{\ell}(R / d)>1$.

When $0<g_{\ell}(R / d)<1$, the sign of the difference between miner $k$ 's expect payoff for $s_{k}=1$ and $s_{k}=0$
changes depending on the value of $x_{\ell}^{0}$ as follows $5^{5}$.

$$
\begin{cases}u_{k}\left(e_{2}^{2}, x_{\ell}\right)-u_{k}\left(e_{2}^{1}, x_{\ell}\right)<0 & \text { if } g_{\ell}(R / d)<x_{\ell}^{0} \leq 1 \\ u_{k}\left(e_{2}^{2}, x_{\ell}\right)-u_{k}\left(e_{2}^{1}, x_{\ell}\right)=0 & \text { if } x_{\ell}^{0}=g_{\ell}(R / d) \\ u_{k}\left(e_{2}^{2}, x_{\ell}\right)-u_{k}\left(e_{2}^{1}, x_{\ell}\right)>0 & \text { if } 0 \leq x_{\ell}^{0}<g_{\ell}(R / d)\end{cases}
$$

Therefore, the best response $\tilde{\beta}_{k}(x)$ is

$$
\tilde{\beta}_{k}(x)= \begin{cases}\left\{e_{2}^{1}\right\} & \text { if } g_{\ell}(R / d)<x_{\ell}^{0} \leq 1  \tag{16}\\ X_{k} & \text { if } x_{\ell}^{0}=g_{\ell}(R / d) \\ \left\{e_{2}^{2}\right\} & \text { if } 0 \leq x_{\ell}^{0}<g_{\ell}(R / d)\end{cases}
$$

Similarly, we obtain the best response $\tilde{\beta}_{k}(x)$ depending on the value range for $g_{\ell}(R / d)$ as follows:

- When $g_{\ell}(R / d)<0$,

$$
\begin{equation*}
\tilde{\beta}_{k}(x)=\left\{e_{2}^{1}\right\} \tag{17}
\end{equation*}
$$

- When $g_{\ell}(R / d)=0$,

$$
\tilde{\beta}_{k}(x)= \begin{cases}X_{k} & \text { if } x_{\ell}^{0}=0  \tag{18}\\ \left\{e_{2}^{1}\right\} & \text { if } 0<x_{\ell}^{0} \leq 1\end{cases}
$$

- When $g_{\ell}(R / d)=1$,

$$
\tilde{\beta}_{k}(x)= \begin{cases}X_{k} & \text { if } x_{\ell}^{0}=1  \tag{19}\\ \left\{e_{2}^{2}\right\} & \text { if } 0 \leq x_{\ell}^{0}<1\end{cases}
$$

- When $g_{\ell}(R / d)>1$,

$$
\begin{equation*}
\tilde{\beta}_{k}(x)=\left\{e_{2}^{2}\right\} \tag{20}
\end{equation*}
$$

We next derive the range of $R / d$ satisfying $0<$ $g_{k}(R / d)<1, k=1,2$. From (9) and (10), it is easily shown that $g_{1}$ and $g_{2}$ are monotonically increasing functions. Therefore, we obtain

$$
\begin{align*}
& 0<g_{1}(R / d)<1 \Rightarrow \frac{p_{c}}{1+p_{v} p_{c}}<\frac{R}{d}<\frac{1}{p_{v}}  \tag{21}\\
& 0<g_{2}(R / d)<1 \Rightarrow \frac{1}{1+p_{v} p_{c}}<\frac{R}{d}<1 \tag{22}
\end{align*}
$$

Assuming $p_{v} \geq 1$, the magnitude relationship among $p_{c} /(1+$ $\left.p_{v} p_{c}\right), 1 / p_{v}, 1 /\left(1+p_{v} p_{c}\right)$, and 1 depends on the value of $p_{c}$, as follows:

1) When $p_{c} \geq 1$,

$$
\frac{1}{1+p_{v} p_{c}} \leq \frac{p_{c}}{1+p_{v} p_{c}}<\frac{1}{p_{v}} \leq 1 .
$$

2) When $1-1 / p_{v} \leq p_{c}<1$,

$$
\frac{p_{c}}{1+p_{v} p_{c}}<\frac{1}{1+p_{v} p_{c}} \leq \frac{1}{p_{v}} \leq 1
$$

3) When $0<p_{c}<1-1 / p_{v}$,

$$
\frac{p_{c}}{1+p_{v} p_{c}}<\frac{1}{p_{v}}<\frac{1}{1+p_{v} p_{c}}<1
$$

We derive the set of Nash equilibria in the case of 1 . Then, we have nine cases depending on the value range of $R / d$. Table 【II shows the relation between $R / d$ and the set of Nash equilibria. Therefore, (11) is the set of Nash equilibria. We can similarly prove (12) and (13).

TABLE III
Relation between $R / d$ and the set of Nash equilibria.

| $R / d$ value | $\alpha_{1}$ | $\alpha_{2}$ | Set of Nash equilibria |
| :---: | :---: | :---: | :---: |
| $0<R / d<1 /\left(1+p_{v} p_{c}\right)$ | $\alpha_{1}<0$ | $\alpha_{2}<0$ | $\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\}$ |
| $R / d=1 /\left(1+p_{v} p_{c}\right)$ | $\alpha_{1}<0$ | $\alpha_{2}=0$ | $\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\}$ |
| $1 /\left(1+p_{v} p_{c}\right)<R / d<p_{c} /\left(1+p_{v} p_{c}\right)$ | $\alpha_{1}<0$ | $0<\alpha_{2}<1$ | $\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\}$ |
| $R / d=p_{c} /\left(1+p_{v} p_{c}\right)$ | $\alpha_{1}=0$ | $0<\alpha_{2}<1$ | $\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2},\left(\gamma_{2}, 1-\gamma_{2}\right)^{\mathrm{T}}\right)\right\}, \gamma_{2} \in\left[0, g_{2}\left(p_{c} /\left(1+p_{v} p_{c}\right)\right)\right]$ |
| $p_{c} /\left(1+p_{v} p_{c}\right)<R / d<1 / p_{v}$ | $0<\alpha_{1}<1$ | $0<\alpha_{2}<1$ | $\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2}, e_{2}^{2}\right),\left(\left(\alpha_{1}, 1-\alpha_{1}\right)^{\mathrm{T}},\left(\alpha_{2}, 1-\alpha_{2}\right)^{\mathrm{T}}\right)\right\}$ |
| $R / d=1 / p_{v}$ | $\alpha_{1}=1$ | $0<\alpha_{2}<1$ | $\left\{\left(e_{2}^{2}, e_{2}^{2}\right),\left(e_{2}^{1},\left(\delta_{2}, 1-\delta_{2}\right)^{\mathrm{T}}\right)\right\}, \delta_{2} \in\left[g_{2}\left(1 / p_{v}\right), 1\right]$ |
| $1 / p_{v}<R / d<1$ | $\alpha_{1}>1$ | $0<\alpha_{2}<1$ | $\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\}$ |
| $R / d=1$ | $\alpha_{1}>1$ | $\alpha_{2}=1$ | $\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\}$ |
| $R / d>1$ | $\alpha_{1}>1$ | $\alpha_{2}>1$ | $\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\}$ |



Fig. 1. The $p_{c}-R / d$ parameter plane where $p_{v} \geq 1$ is fixed.

For a given $p_{v}, p_{c}$ affects change in the Nash equilibria depending on $R / d$. Fig. 1 shows the $p_{c}-R / d$ parameter plane where $p_{v} \geq 1$ is fixed. If the pair $\left(p_{c}, R / d\right)$ is in region (a), (b), (c), or (d), set $\operatorname{NE}\left(G_{2}\right)$ satisfies $\operatorname{NE}\left(G_{2}\right)=\left\{\left(e_{2}^{2}, e_{2}^{2}\right)\right\}$, $\mathrm{NE}\left(G_{2}\right)=\left\{\left(e_{2}^{1}, e_{2}^{1}\right),\left(e_{2}^{2}, e_{2}^{2}\right),\left(\left(\alpha_{1}, 1-\alpha_{1}\right)^{\mathrm{T}},\left(\alpha_{2}, 1-\right.\right.\right.$ $\left.\left.\left.\alpha_{2}\right)^{\mathrm{T}}\right)\right\}, \operatorname{NE}\left(G_{2}\right)=\left\{\left(e_{2}^{1}, e_{2}^{1}\right)\right\}$, or $\operatorname{NE}\left(G_{2}\right)=\left\{\left(e_{2}^{1}, e_{2}^{2}\right)\right\}$, respectively ${ }^{6}$.

Figs. $2 \sqrt{4}$ show the relation between $R / d$ and $x_{k}^{0}(k=$ 1,2 ) in Nash equilibria. The blue (left) and red (right) lines represent values for $x_{1}^{0}$ and $x_{2}^{0}$, respectively.

Fig. 2 shows the case where $p_{c}>1-1 / p_{v}$ is fixed. Consider the case where $1-1 / p_{v}<p_{c}<1$. The pure strategy profile $s=(0,0)$ is a Nash equilibrium if $R / d$ is smaller than $1 / p_{v}$. If $R / d$ is larger than $1 / p_{v}$, the pure Nash equilibrium $s=(0,0)$ disappears and only the pure strategy profile $s=(1,1)$ is a Nash equilibrium.

The pure strategy profile $s=(1,1)$ is a Nash equilibrium if $R / d$ is larger than $1 /\left(1+p_{v} p_{c}\right)$. If $R / d$ is smaller than
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Fig. 2. The case when $\left(p_{v}, p_{c}\right)=(2,0.8)$.


Fig. 3. The case when $\left(p_{v}, p_{c}\right)=(2,0.5)$.
$1 /\left(1+p_{v} p_{c}\right)$, the pure Nash equilibrium $s=(1,1)$ disappears and only the pure strategy profile $s=(0,0)$ is a Nash equilibrium.

This change in Nash equilibria due to change in $R / d$ implies that when the mining reward exceeds some value, all miners will decide to participate in the mining, after which they continue for a while even if the reward decreases to the boundary of region (b). Thus, a hysteresis phenomenon exists in the region. Moreover, a jump phenomenon regarding the strategy profiles miners choose occurs owing to the disappearance of Nash equilibria when the reward changes across the region boundary.

Fig. 3 shows the case where $p_{c}=1-1 / p_{v}$. A transition from region (c) to (a), that is, a jump from one pure strategy profile to another, is observed when $R / d$ equals $1 / p_{v}=$ $1 /\left(1+p_{v} p_{c}\right)$. This transition is only seen when $p_{c}=1-1 / p_{v}$.

Fig. 4 shows the case where $p_{c}<1-1 / p_{v}$ is fixed. The pure strategy profile $s=(0,1)$ is a Nash equilibrium if $1 / p_{v}<R / d<1 /\left(1+p_{v} p_{c}\right)$. Two pure Nash equilibria do not coexist in the interior of each region while mixed strategy profile $\left(e_{2}^{1},\left(\zeta_{2}, 1-\zeta_{2}\right)^{\mathrm{T}}\right)$ and $\left(\left(\eta_{1}, 1-\eta_{1}\right)^{\mathrm{T}}, e_{2}^{2}\right)$ are


Fig. 4. The case when $\left(p_{v}, p_{c}\right)=(2,0.2)$.


Fig. 5. Relation between $R / d$ and $x_{k}^{0}$ in Nash equilibria for each the number of miners $n$.

Nash equilibria on the boundary $R / d=1 / p_{v}$ and $R / d=$ $1 /\left(1+p_{v} p_{c}\right)$.

## IV. Numerical Analysis

In this section, we use Gambit [14] to numerically calculate Nash equilibria for the game $G_{n}$ with $n>2$. We estimate $c_{k}=c$ and $f_{k}(c)=v c, v>0$ for all $k \in \mathcal{N} 7$. From (6) and these assumptions, $U_{k}(s)$ can be rewritten as

$$
U_{k}(s)= \begin{cases}0 & \text { if } s=(0, \ldots, 0) \\ \frac{s_{k}}{\sum_{i \in \mathcal{N}^{s} s_{i}}}\left(R-\frac{d}{\sum_{i \in \mathcal{N}^{s_{i}}}}\right) & \text { otherwise }\end{cases}
$$

where $d:=D / v$. Value $d$ is fixed to 100 and set $R \in$ $\{0,1, \ldots, 150\}$. We calculate Nash equilibria for each $R$ when the number of miners $n$ is $2,3,4,5$, and 6 .

Fig. 5 shows the relation between $R / d$ and $x_{k}^{0}$ in Nash equilibria for numbers of miners $n=2,3,4,5,6$. This result shows that both the hysteresis phenomena and the jump phenomenon of the strategy profiles can be observed regardless of the number of miners when all miners pay the same cost and calculate the same number of hash queries per unit operating time. In addition, this implies that as the number of miners increases, $R / d$ for the appearance of a Nash equilibrium $s=(1, \ldots, 1)$ decreases.

Fig. 6 shows the relation between the number of miners and $R / d$ when the Nash equilibrium $s=(1, \ldots, 1)$ appears.
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Fig. 6. Relation between number of miners and $R / d$ when the Nash equilibrium $s=(1, \ldots, 1)$ appears.

The figure shows that $R / d$ when the equilibrium $s=$ $(1, \ldots, 1)$ appears is inversely proportional to the number of miners $n$.

This result shows that once miners decide to participate in the mining, they continue to mine for smaller rewards as their number increases. Thus, it is very important when designing blockchain networks to set the largest possible initial reward as an incentive for mining in the network. The reward can later be decreased, after the number of participating miners increases, without decreasing their number.

## V. Conclusion

Modeling a decision-making problem for mining participation as a noncooperative game, we showed that hysteresis phenomena due to the coexistence of two pure Nash equilibria and jump phenomena in the choice of strategy profiles can be observed with changes in the mining reward. Moreover, numerical calculations showed that miners continue mining for smaller rewards as their number increases. In general, it is difficult to analyze the miner behavior as $n$ increases. In future work we will theoretically analyze Nash equilibria by deriving a macro model of the group of the miners.
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[^0]:    ${ }^{1}$ Note that $h \in \mathbb{N}$. In this context, $h$ corresponds to the difficulty of finding a nonce. The larger $h$ is, the more time is needed for miners to find a nonce. The selection of values $L$ and $h$ depends on the blockchain services. In Bitcoin [1], $L=256$ and difficulty $h$ is set so that the average number of generated blocks per hour is constant.

[^1]:    ${ }^{2}$ The reward includes a fixed reward and a variable one depending on the block size. From the assumption that all miners create same-size blocks, reward $R$ is independent of the miners.

[^2]:    ${ }^{3}$ Intuitively, $v_{k}$ is the cost-effectiveness, and $p_{v}$ and $p_{c}$ are parameters that represent ratios of cost-effectiveness and cost, respectively. When $v_{1}$ is constant, the larger the difficulty $D$ (difficulty level $h$ ), the larger the value of $d$.

[^3]:    ${ }^{4}$ Intuitively, the value $R / d$ represents how much reward is given for the difficulty, increasing with reward $R$ and decreasing with difficulty level $h$.

[^4]:    ${ }^{5}$ We present the case where $k=1$ and $\ell=2$, but the same applies when $k=2$ and $\ell=1$.
    ${ }^{6} \mathrm{NE}\left(G_{2}\right)$ for the boundary between regions (a) and (b) is given by the fourth equation in 11 and the fourth equation in 12. Similarly, $\operatorname{NE}\left(G_{2}\right)$ for the boundaries of regions (b) and (c), (c) and (d), and (d) and (a) are given by the second equation in 11 if $p_{c} \geq 1$ and the second equation in (12) if $1-1 / p_{v}<p_{c}<1$, the second equation in 13, and the fourth equation in (13), respectively. $\mathrm{NE}\left(G_{2}\right)$ when the pair $\left(p_{c}, R / d\right)=$ $\left(1-1 / p_{v}, 1 / p_{v}\right)$ is given by $\operatorname{NE}\left(G_{2}\right)=\left\{\left(\left(\varepsilon_{1}, 1-\varepsilon_{1}\right)^{\mathrm{T}}, e_{2}^{2}\right),\left(e_{2}^{1},\left(\delta_{2}, 1-\right.\right.\right.$ $\left.\left.\left.\delta_{2}\right)^{\mathrm{T}}\right)\right\}$, where $\varepsilon_{1} \in[0,1]$ and $\delta_{2} \in[0,1]$.

[^5]:    ${ }^{7}$ In this example, all miners calculate the same number of hash queries per unit operating time.

