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Temporal Forward-Backward Consistency, Not Residual Error, Measures the

Prediction Accuracy of Extended Dynamic Mode Decomposition

Masih Haseli Jorge Cortés

Abstract— Extended Dynamic Mode Decomposition (EDMD)
is a popular data-driven method to approximate the action
of the Koopman operator on a linear function space spanned
by a dictionary of functions. The accuracy of EDMD model
critically depends on the quality of the particular dictionary
span1, specifically on how close it is to being invariant under
the Koopman operator. Motivated by the observation that the
residual error of EDMD, typically used for dictionary learning,
does not encode the quality of the function space and is
sensitive to the choice of basis, we introduce the novel concept
of consistency index. We show that this measure, based on
using EDMD forward and backward in time, enjoys a number
of desirable qualities that make it suitable for data-driven
modeling of dynamical systems: it measures the quality of the
function space, it is invariant under the choice of basis, can
be computed in closed form from the data, and provides a
tight upper-bound for the relative root mean square error of
all function predictions on the entire span of the dictionary.

I. INTRODUCTION

Koopman operator theory has gained widespread attention

in recent years for the study of dynamical systems, chiefly

thanks to the linear structure of the operator despite nonlin-

earities in the system. In fact, the linearity of the Koopman

operator leads to computationally efficient formulations to

work with data. This provides a theoretically principled

and explainable approach to the challenges posed by in-

corporating data-driven methods in the modeling, analysis,

and control of dynamical systems. Given that the Koopman

operator is generally infinite-dimensional, finding accurate

finite-dimensional approximations for its action is of utmost

importance. The first step to do so is to have a proper way to

efficiently measure the quality of the subspace. This measure

in turn can be used for subspace identification in optimization

or neural network-based learning methods. Defining such a

measure is, in turn, the goal of this paper.

Literature Review: The Koopman operator [1] provides

an alternative representation of the evolution of dynam-

ical systems in terms of observables rather than system

trajectories. Despite possible nonlinearities in the system,

the eigenfunctions of the Koopman operator evaluated on

the system’s trajectories have linear temporal evolution, and

this leads to efficient numerical methods used in complex

system analysis [2], [3], estimation [4], control [5]–[8], and

robotics [9], [10], to name a few. Despite these appealing

applications, the infinite-dimensional nature of the operator
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1We consider the prediction accuracy of EDMD for all (uncountably)
functions in the dictionary span, as opposed to only finitely many functions.

makes its direct use on digital computers challenging. Dy-

namic Mode Decomposition (DMD) [11] and its generaliza-

tion Extended Dynamic Mode Decomposition (EDMD) [12]

are popular data-driven methods to approximate the action of

the Koopman operator on finite-dimensional spaces. EDMD

in particular uses a dictionary of functions whose span

specifies the finite-dimensional space of choice. The work

in [13] studies the prediction accuracy of DMD while [14]

provides several convergence results for EDMD as the num-

ber of data points and dimension of the dictionary go to

infinity. The dependence of the EDMD’s prediction accuracy

on the choice of the dictionary has led to a search for

dictionaries whose span is close to being invariant under the

Koopman operator [15]. The works in [16], [17] use methods

based on neural networks for this task, while [18] directly

learns the Koopman eigenfunctions spanning invariant sub-

spaces. Moreover, the works in [19], [20] approximate finite-

dimensional Koopman models relying on knowledge about

the system’s attractors and their stability. In our previous

work, we have provided efficient algebraic algorithms to

identify exact Koopman-invariant subspaces [21], [22] or

approximate them with tunable predefined accuracy [23].

Statement of Contributions: Our starting point2 is the

observation that the residual error of EDMD, typically used

for dictionary learning, does not necessarily measure the

quality of the subspace spanned by the dictionary and, conse-

quently, the prediction accuracy of EDMD on the subspace.

To illustrate this point, we provide an example showing

that one can choose a sequence of dictionaries spanning

the same subspace that make the residual error arbitrarily

close to zero. This motivates our goal of identifying better

measures to assess the EDMD’s prediction accuracy and its

dictionary’s quality. We define the notion of the consistency

2We use the following notation. The symbols N, R, and C, represent the
sets of natural, real, and complex numbers resp. Given A ∈ Cm×n, we
denote its transpose, pseudo-inverse, conjugate transpose, Frobenius norm
and range space by AT , A†, AH , ‖A‖F , and R(A) resp. If A is square,
we use A−1 to denote its inverse. We denote by spec(A) the spectrum
of A. Similarly, spec 6=0(A) denotes the set of nonzero eigenvalues of

A. Moreover, sprad(A) := max{|λ| | λ ∈ spec(A)} is the spectral
radius of A. If spec(A) ⊂ R, then λmin(A) and λmax(A) denote the
smallest and largest eigenvalues of A. We use Im and 0m×n to denote the
m×m identity matrix and m× n zero matrix (we drop the indices when
appropriate). We denote the 2-norm of the vector v ∈ Cn by ‖v‖2. Given
sets S1 and S2, their union and intersection are represented by S1 ∪ S2

and S1 ∩ S2. Also, S1 ⊆ S2 and S1 ( S2 resp. mean that S1 is a subset
and proper subset of S2. Given the vector space V defined on the field C,
dimV denotes its dimension. Moreover, given a set S ⊆ V , span(S) is
a vector space comprised of all linear combinations of elements in S . If
vectors v, w ∈ Rn and vector spaces V ,W ⊆ Rn are orthogonal, we write
v ⊥ w and V ⊥ W . Moreover, V⊥ denotes the orthogonal complement
of V . Given functions f and g with appropriate domains and co-domains,
f ◦ g denotes their composition.
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matrix and its spectral radius, which we term consistency

index, which measures the deviation of the EDMD solutions

forward and backward in time from being the inverse of

each other. This is justified by the fact that if a subspace

is Koopman invariant, the EDMD solutions applied forward

and backward in time are the inverse of each other. We

characterize various algebraic properties of the consistency

index and show that it only depends on the data and the

space spanned by the dictionary, and is hence invariant under

changes of basis. We also establish that the square root

of the consistency index provides a tight upper bound on

the relative root mean square EDMD prediction error of all

functions in the dictionary’s span.

II. PRELIMINARIES

We briefly recall basic facts about the Koopman opera-

tor [24] and Extended Dynamic Mode Decomposition [12].

Koopman Operator: Consider a dynamical system with

state space M ⊆ Rn

x+ = T (x), x ∈ M. (1)

Let F be a vector space defined on C comprised of functions

from M to C whose composition with T also belong to F .

The Koopman operator associated with the dynamics is

Kf = f ◦ T. (2)

The operator is linear. Its eigenfunctions have linear evolu-

tion on the trajectories of the system, i.e., given eigenfunction

φ with eigenvalue λ, φ(x+) = φ ◦ T (x) = Kφ(x) = λφ(x).
This results in a significant property of the Koopman eigen-

decomposition: given eigenpairs {(λi, φi)}Nk

i=1, the evolution

of f =
∑Nk

i=1 ciφi on a trajectory of the system starting

from x0 ∈ M is f(x(k)) =
∑Nk

i=1 ciλ
k
i φi(x0), for k ∈

N. This linear property is useful for both prediction and

identification, as the linearity always holds even if the system

is nonlinear. However, to completely capture the dynamics,

one might need the space F to be infinite dimensional.

Extended Dynamic Mode Decomposition: The infinite-

dimensional property of the Koopman operator prevents its

direct use in practical data-driven settings. This leads natu-

rally to constructing finite-dimensional approximations, e.g.,

using Extended Dynamic Mode Decomposition (EDMD).

EDMD uses a dictionary D : M → R1×Nd containing Nd

functions, D(x) = [d1(x), . . . , dNd
(x)]. To capture the dy-

namic behavior, EDMD uses data X,Y ∈ RN×n containing

N data snapshots gathered from system trajectories,

yi = T (xi), ∀i ∈ {1, . . . , N}, (3)

where xT
i and yTi correspond to the ith rows of X and Y .

For convenience, we define the action of D on a data matrix

as D(X) = [D(x1)
T , D(x2)

T , . . . , D(xN )T ]T , where xT
i is

the ith row of X . EDMD approximates the action of the

Koopman operator on span(D) by solving

minimize
K

‖D(Y )−D(X)K‖F (4)

which has the closed-form solution

KEDMD = EDMD(D,X, Y ) := D(X)†D(Y ). (5)

We rely on the following basic assumption.

Assumption II.1: (Full Rank Dictionary Matrices): D(X)
and D(Y ) have full column rank. �

Assumption II.1 implies that the functions in D are lin-

early independent, i.e., they form a basis for span(D) and the

data are diverse enough to distinguish between the elements

of D. Assumption II.1 ensures that KEDMD is the unique

solution for (4). One can use KEDMD to approximate the

Koopman eigenfunctions and, more importantly, the action

of the operator on span(D). Given f ∈ span(D) in the form

of f(·) = D(·)vf for vf ∈ CNd , one defines the EDMD

predictor function for Kf as

PKf(·) = D(·)KEDMDvf . (6)

The predictor’s quality depends on the quality of the dictio-

nary. If span(D) is Koopman-invariant (i.e., Kg ∈ span(D)
for all g ∈ span(D)), the predictor (6) is exact (otherwise,

the prediction is inexact for some functions in the space).

III. MOTIVATION AND PROBLEM STATEMENT

The quality of the dictionary used for EDMD directly im-

pacts its accuracy. Since in general the dynamics is unknown,

it is important to use data to learn a proper dictionary tailored

to the dynamics. The residual error of EDMD, ‖D(Y ) −
D(X)KEDMD‖F , is commonly used for this purpose as an

objective function in optimization and neural network-based

learning schemes. However, it is important to note that even

though a high quality subspace (close to Koopman-invariant)

leads to small residual error, the converse is not true: a

dictionary D with small residual error does not necessarily

mean that EDMD’s prediction is accurate on span(D).
Example III.1: (Residual Error is not Invariant under

Linear Transformation of Dictionary): Consider the linear

system x+ = 0.5x and the vector space of functions S =
span{x, x3 − x2}. To apply EDMD, we gather N = 1000
data snapshots from trajectories of the system with length of

two time steps and initial conditions uniformly selected from

[−2, 2], and form data matrices X,Y ∈ RN×1. We consider

a family of dictionaries parameterized by α ∈ R \ {0},

Dα(x) = [x, x+ α(x3 − x2)]. (7)

Note that each Dα is a basis for S, and all the dictionaries

are related by nonsingular linear transformations. We also

define two notions of prediction accuracy: the residual error

E of EDMD and its normalized version Erel,

E(α) = ‖Dα(Y )−Dα(X)Kα‖F , Erel(α) =
E(α)

‖Dα(Y )‖F
,

where Kα = EDMD(Dα, X, Y ).
Figure 1 shows the aforementioned notions of error versus

the value of α ∈ [0.01, 100]. Figure 1 clearly demonstrates

the sensitivity of errors to the choice of basis for S despite

the invariance of spec(KEDMD,α) under the choice of basis

(see e.g., [23, Lemma 7.1]). By tuning α, one can make both

errors arbitrarily close to zero. As a result, using the residual

error as a measure to assess the quality of the space or as an

objective function in optimization or neural network-based

dictionary learning schemes can lead to erroneous results.�
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Fig. 1: EDMD’s residual error (left) and relative residual error (right) as a
function of α in (7).

Remark III.2: (Prediction Accuracy of Dictionary Ele-

ments versus Dictionary’s Span): Some applications only

require short-term prediction of finitely many observables. In

such cases, the residual error of EDMD may be useful: the

observables of choice are fixed as elements of the dictionary

and the rest of the functions composing the dictionary are

learned by minimizing the residual error (which measures

the average one time-step prediction error). However, such

methods do not necessarily lead to a dictionary which spans

an approximate Koopman-invariant subspace. �

The observations in Example III.1 prompts us to search

for a better measure of the dictionary’s quality and therefore

the EDMD’s prediction accuracy. We formalize this next.

Problem III.3: (Characterization of EDMD’s Prediction

Accuracy and the Dictionary’s Quality): Given a dictionary

D and data matrices X and Y , under Assumption II.1, we

aim to provide a data-driven measure of EDMD’s accuracy

and the dictionary’s quality that

(a) only depends on span(D), X , and Y , and hence is in-

variant under the choice of basis for span(D), i.e., given

D′ as an alternative basis for span(D), the accuracy

measures calculated based on D and D′ are equal;

(b) provides a data-driven bound on the distance between

Kf and its EDMD prediction PKf for all functions

f ∈ span(D);
(c) can be computed using a closed-form formula (for

implementation in optimization solvers). �

IV. TEMPORAL FORWARD-BACKWARD CONSISTENCY

Here, we take the first step towards finding an appropriate

measure for EDMD’s prediction accuracy by comparing

the solutions of EDMD forward and backward in time3.

Throughout the paper, we use the following notation for

forward and backward EDMD matrices

KF = EDMD(D,X, Y ) = D(X)†D(Y ), (8a)

KB = EDMD(D,Y,X) = D(Y )†D(X). (8b)

We rely on the observation that if the dictionary spans a

Koopman-invariant subspace, then KFKB = I . Otherwise,

the forward and backward EDMD matrices will not be the

inverse of each other, which motivates the next definition.

Definition IV.1: (Consistency Matrix and Index): Given

dictionary D and data matrices X and Y , the consistency

3The idea of looking forward and backward in time has been considered
in the literature for different purposes, such as improving DMD to deal
with noisy data [25], [26] and identifying exact Koopman eigenfunctions in
our previous work [21] but, to the best of our knowledge, not for formally
characterizing EDMD’s prediction accuracy.

matrix is MC(D,X, Y ) = I −KFKB and the consistency

index is IC(D,X, Y ) = sprad
(

MC(D,X, Y )
)

. �

For convenience, we refer to MC(D,X, Y ) and

IC(D,X, Y ) as MC and IC when the context is clear. Next,

we show that the eigenvalues of the consistency matrix are

invariant under linear transformations of the dictionary.

Proposition IV.2: (Consistency Matrix’s Spectrum is In-

variant under Linear Transformation of Dictionary): Let D

and D̃ be two dictionaries such that D̃(·) = D(·)R, where

R is an invertible matrix. Moreover, given data matrices X

and Y let Assumption II.1 hold. Then,

(a) MC(D̃,X, Y ) = R−1MC(D,X, Y )R;

(b) spec
(

MC(D,X, Y )
)

= spec
(

MC(D̃,X, Y )
)

.

Proof: Note that part (b) directly follows from part (a)

and the fact that similarity transformations preserve the

eigenvalues. To show part (a), define for convenience,

KF = D(X)†D(Y ), KB = D(Y )†D(X),

K̃F = D̃(X)†D̃(Y ), K̃B = D̃(Y )†D̃(X).

We start by showing that KFKB and K̃F K̃B are similar.

By definition, one can write

K̃F K̃B = D̃(X)†D̃(Y )D̃(Y )†D̃(X). (9)

Moreover, given Assumption II.1 and the definition of D̃,

D̃(X)† =
(

D̃(X)T D̃(X)
)−1

D̃(X)T

=
(

RTD(X)TD(X)R
)−1

RTD(X)T = R−1D(X)†.
(10)

Equations (9)-(10), in conjunction with the fact that

D̃(Y )D̃(Y )† = D(Y )D(Y )† (cf. Lemma A.1 in the ap-

pendix), imply K̃F K̃B = R−1KFKBR directly leading to

the required identity following Definition IV.1.

According to Proposition IV.2, the spectrum of the con-

sistency matrix is a property of the data and the vector

space spanned by the dictionary, as opposed to the dictionary

itself. This property is consistent with the requirement in

Problem III.3(a). Next, we further investigate the eigende-

composition of the consistency matrix.

Lemma IV.3: (Consistency Matrix’s Properties): Given

Assumption II.1, the consistency matrix MC(D,X, Y ) sat-

isfies:

(a) it is similar to a symmetric matrix;

(b) it is diagonalizable with a complete set of eigenvectors;

(c) spec
(

MC(D,X, Y )
)

⊂ [0, 1].
Proof: (a) Given Assumption II.1, there exists an

invertible matrix R such that the columns of D(X)R
are orthonormal. Define the dictionary D̃(·) = D(·)R.

Note that D̃(X)T D̃(X) = INd
and hence D̃(X)† =

(

D̃(X)T D̃(X)
)−1

D̃(X)T = D̃(X)T . Hence,

MC(D̃,X, Y ) = I − D̃(X)T D̃(Y )D̃(Y )†D̃(X).

Noting that D̃(Y )D̃(Y )† is symmetric, we deduce that

MC(D̃,X, Y ) is symmetric. Then (a) directly follows by

the definition of R and Proposition IV.2(a).

(b) The proof directly follows from part (a) and the

fact that symmetric matrices are diagonalizable and have a

complete set of eigenvectors.



(c) From part (a), we deduce that MC(D,X, Y )
has real eigenvalues. Since MC(D,X, Y ) = I −
D(X)†D(Y )D(Y )†D(X), we only need to show

spec
(

D(X)†D(Y )D(Y )†D(X)
)

⊂ [0, 1]. (11)

Consider an eigenvector v ∈ RNd \ {0} with eigenvalue

µ, i.e., D(X)†D(Y )D(Y )†D(X)v = µv. Multiplying both

sides from the left by D(X) and defining w = D(X)v leads

to D(X)D(X)†D(Y )D(Y )†w = µw. Next, multiplying this

equation from the left by wT ,

wTD(X)D(X)†D(Y )D(Y )†w = µ‖w‖22. (12)

The fact that D(X)D(X)† is symmetric and represents the

orthogonal projection operator on R(D(X)), in conjunction

with w ∈ R(D(X)), allows us to write wTD(X)D(X)† =

wT . This, combined with (12), yields µ = wTD(Y )D(Y )†w
‖w‖2

2

.

Hence, λmin(D(Y )D(Y )†) ≤ µ ≤ λmax(D(Y )D(Y )†).
However, since D(Y )D(Y )† is an orthogonal projection

operator, we have spec(D(Y )D(Y )†) ⊂ [0, 1]. Hence, µ ∈
[0, 1], leading to (11), concluding the proof.

From Lemma IV.3, the consistency matrix is similar to

a positive semidefinite matrix. The larger the eigenvalues of

MC , the more inconsistent the forward and backward EDMD

models get. Also, from Lemma IV.3, IC = λmax(MC) ∈
[0, 1]. Intuitively, the consistency index determines the qual-

ity of the subspace spanned by the dictionary and the

prediction accuracy of EDMD on it. This is formalized next.

V. CONSISTENCY INDEX DETERMINES EDMD’S

PREDICTION ACCURACY ON DATA

Our main result states that the square root of the consis-

tency index is a tight upper bound for the relative root mean

square prediction error of EDMD.

Theorem V.1: (
√
IC Bounds the Relative Root Mean

Square Error (RRMSE) of EDMD): For dictionary D and

data matrices X,Y , under Assumption II.1,

RRMSEmax := max
f∈span(D)

√

1
N

∑N

i=1 |Kf(xi)−PKf(xi)|2
√

1
N

∑N

i=1 |Kf(xi)|2

=
√

IC(D,X, Y ).

where xi is the ith row of X and PKf is defined in (6).

Note that the combination of Definition IV.1, Lemma IV.3,

and Theorem V.1 mean that
√

IC(D,X, Y ) satisfies all the

requirements in Problem III.34. Before proving the result, we

first remark its importance regarding function predictions.

Remark V.2: (
√
IC Determines the Relative L2-norm Er-

ror of EDMD’s Prediction under Empirical Measure): Given

that the elements of span(D) and their composition with T

are measurable and considering the empirical measure µX =

4In fact, if one were to plot it as a function of α ∈ R \ {0} in
Example III.1, one would obtain a constant value (unlike the residual error
plotted in Figure 1), showing it correctly encodes the quality of the vector
space.

1
N

∑N

i=1 δxi
, where δxi

is the Dirac measure defined based

on the ith row of X , one can rewrite RRMSEmax as

RRMSEmax= max
f∈span(D)

‖Kf −PKf‖L2(µX)

‖Kf‖L2(µX)
=

√

IC . �

To prove Theorem V.1, we first provide the following

alternative expression of the consistency index.

Theorem V.3: (Consistency Index and Difference of Pro-

jections): Given Assumption II.1,
√

IC(D,X, Y ) = sprad
(

D(Y )D(Y )† −D(X)D(X)†
)

.

Proof: From Lemma IV.3, we have IC = λmax(MC).
We use the following notation throughout the proof,

λmax = IC , PD(X) = D(X)D(X)†, PD(Y ) = D(Y )D(Y )†.

Note that PD(X) and PD(Y ) are projection operators on

R(D(X)) and R(D(Y )), resp. By Definition IV.1, given

an eigenvalue λ ∈ [0, 1] of MC with eigenvector v 6= 0,

MCv = λv ⇔ KFKBv = (1− λ)v. (13)

We consider the cases (i) λmax = 0, (ii) λmax = 1, and (iii)

λmax ∈ (0, 1) separately.

Case (i): λmax = 0. In this case, from Lemma IV.3, we

deduce MC = 0. Consequently, KFKB = I . By multiplying

both sides from the left by D(X) and collecting the terms,

we have PD(X)PD(Y )D(X) = D(X). Hence, one can write

PD(X)PD(Y )z = z, ∀z ∈ R(D(X)). (14)

Based on [27, summary table in p. 298], we deduce

PD(X)PD(Y )w = w ⇔ w ∈ R(D(X)) ∩R(D(Y )). (15)

Using (14)-(15), one can write R(D(X)) ⊆ R(D(X)) ∩
R(D(Y )) and consequently R(D(X)) ⊆ R(D(Y )). By

a similar argument as above and swapping KF with KB

and D(X) with D(Y ), one can also deduce R(D(Y )) ⊆
R(D(X)). Hence, R(D(X)) = R(D(Y )). Moreover, since

the orthogonal projection on a subspace is unique, we have

PD(Y ) − PD(X) = 0, concluding the proof for this part.

Case (ii): λmax = 1. By setting λ = λmax in (13),

multiplying both sides from the left by D(X), defining

w := D(X)v, we have

PD(X)PD(Y )w = 0. (16)

Hence, noting that w 6= 0 (based on Assumption II.1 and

the fact that v 6= 0), we can deduce it is an eigenvector

of PD(X)PD(Y ) with eigenvalue 0. We show next that

w ∈ R(D(X)) ∩ R(D(Y ))⊥. One can write R(D(X))
as the direct sum of the orthogonal subspaces R(D(X)) ∩
R(D(Y )) and R(D(X))∩R(D(Y ))⊥. Hence, we uniquely

decompose w ∈ R(D(X)) as w = wD(Y ) + wD(Y )⊥ ,

where wD(Y ) ∈ R(D(X)) ∩ R(D(Y )) and wD(Y )⊥ ∈
R(D(X)) ∩ R(D(Y ))⊥. Noting that PD(Y )wD(Y )⊥ =
0 and PD(Y )wD(Y ) = wD(Y ), we get from (16) that

PD(X)PD(Y )w = PD(X)wD(Y ) = 0. Since wD(Y ) ∈
R(D(X)), we deduce wD(Y ) = 0 and consequently,

w = wD(Y )⊥ ∈ R(D(X)) ∩R(D(Y ))⊥.



Therefore, (PD(Y )−PD(X))w = −w and, given that w 6= 0,

we deduce that PD(Y ) − PD(X) has an eigenvalue equal

to −1. Since spec(PD(Y ) − PD(X)) ⊂ [−1, 1], cf. [27,

Lemma 1], we conclude sprad(PD(Y ) − PD(X)) = 1. The

proof concludes by noting that IC = λmax = 1.

Case (iii): λmax ∈ (0, 1). Using Lemma A.2 and the

closed-form expressions of KF , KB , PD(X), and PD(Y ),

spec 6=0(KFKB) = spec 6=0(PD(X)PD(Y )). (17)

Given µ ∈ (0, 1), from [27, Theorems 1-2], µ ∈
spec 6=0(PD(X)PD(Y )) if and only if {±√

1− µ} ⊂
spec 6=0

(

PD(Y ) − PD(X)

)

. Setting µ = 1 − λ, λ ∈ (0, 1),
one can use this in conjunction with (13) and (17) to write

λ ∈ spec6=0(MC) ⇔ {±
√
λ} ⊂ spec 6=0

(

PD(Y ) − PD(X)

)

.

This, in conjunction with [27, Theorem 1] and the fact that

sprad
(

PD(Y ) − PD(X)

)

≤ 1 (cf. [27, Lemma 1]), shows

that if sprad
(

PD(Y ) − PD(X)

)

< 1, then the result holds.

To conclude the proof, we need to show that sprad
(

PD(Y )−
PD(X)

)

= 1 is not true. By contradiction, suppose this is the

case, then at least one of the following holds:

(a) ∃w1 ∈ RN \ {0};
(

PD(Y ) − PD(X)

)

w1 = −w1,

(b) ∃w2 ∈ RN \ {0};
(

PD(Y ) − PD(X)

)

w2 = w2.

For case (a), based on [27, summary table in p. 298],

w1 ∈ R(D(X)) ∩R(D(Y ))⊥.

Now, consider the vector p1 6= 0 with w1 = D(X)p1. Con-

sequently, one can write KFKBp1 = D(X)†PD(Y )w1 = 0,

where in the last equality we have used w1 ⊥ R(D(Y )).
However, this implies that MCp1 = p1, contradicting the

fact that λmax ∈ (0, 1).
For case (b), note that w2 ∈ R(D(Y )) ∩ R(D(X))⊥

(see e.g., [27, summary table in p. 298]). Consider the

vector space S = R(D(Y )) ∩ R(w2)
⊥. Clearly dimS <

dimR(D(Y )) = dimR(D(X)). Consequently, there exists

a non-zero vector w∗ ∈ R(D(X)) such that w∗ ⊥ S. Also,

w∗ ⊥ R(w2) since w2 ⊥ R(D(X)). Hence, by noting

that R(D(Y )) is the direct sum of S and R(w2), one can

conclude w∗ ∈ R(D(X)) ∩R(D(Y ))⊥ and, as a result, we

have
(

PD(Y ) − PD(X)

)

w∗ = −w∗. Since w∗ satisfies the

identity in case (a), the proof follows by replacing w1 with

w∗ in the proof of case (a).

Remark V.4: (Geometric Connections to Grassmannians):

Theorem V.3 establishes a link between the consistency

index and the spectral radius of the difference of projection

matrices. Given proper confinement of subspaces with fixed

dimension to a Grassmannian, see e.g. [28], the consistency

index can be viewed as a metric measuring the distance (by

encoding angles) between vector spaces of fixed dimension.

Similar ideas based on the difference of projections have

been used in the context of dynamic mode decomposi-

tion [29]. Even if the dimension of the vector spaces is not

fixed, the consistency index and difference of projections still

can be used through results similar to Theorem V.1. This is

especially relevant if the dimension of the Koopman-invariant

subspace is unknown, see e.g. [23]. �

We are finally ready to prove Theorem V.1.

Proof: (Theorem V.1): We use the following notation

throughout the proof: PD(X) = D(X)D(X)†, PD(Y ) =
D(Y )D(Y )†, and s = sprad(PD(Y ) − PD(X)). Note that,

from Theorem V.3, s =
√

IC(D,X, Y ). Given an arbitrary

function f(·) = D(·)vf ∈ span(D), with vf ∈ CNd ,

one can use (2), the predictor (6) with KF = KEDMD =
EDMD(D,X, Y ), and the relationship between the rows of

X and Y in (3) to write

RRMSEf :=

√

∑N

i=1 |D(yi)vf −D(xi)KF vf |2
√

∑N

i=1 |D(yi)vf |2

=
‖D(Y )vf −D(X)KF vf‖2

‖D(Y )vf‖2
(18)

Noting that D(Y ) = PD(Y )D(Y ), one can write

‖D(Y )vf −D(X)KFvf‖2 = ‖(PD(Y ) − PD(X))D(Y )vf‖2
≤ s‖D(Y )vf‖2, (19)

where the last inequality holds since the matrix PD(Y ) −
PD(X) is symmetric and therefore its spectral radius is

equal to its induced 2-norm. Based on (18)-(19), we have

RRMSEf ≤ s. Hence, by definition of RRMSEmax in the

statement of the result, we have

RRMSEmax = max
f∈span(D)

RRMSEf ≤ s (20)

Now, we prove that the equality in (20) holds. We consider

three cases: (i) s = 0 (ii) s = 1 or (iii) s ∈ (0, 1).
Case (i): Since RRMSEmax ≥ 0 by definition, in this

case RRMSEmax = 0 follows directly.

Case (ii): In this case, there exists a nonzero vector5 p∗ ∈
R(D(Y ))∩R(D(X))⊥. Let v∗ be such that p∗ = D(Y )v∗.

Using (19) for v∗ instead of vf , and the properties of p∗, one

can write ‖D(Y )v∗−D(X)KFv
∗‖2 = ‖PD(Y )D(Y )v∗‖2 =

‖D(Y )v∗‖2. Hence, for the function f∗(·) = D(·)v∗ ∈
span(D), one can use (18) to see that RRMSEf∗ = 1 = s.

Hence, equality holds in (20).

Case (iii): In this case s ∈ (0, 1) and based on [27,

Theorem 1], the matrix PD(Y )−PD(X) has two eigenvalues

±s with corresponding orthogonal eigenvectors v+s, v−s ∈
RNd . Moreover, based on [27, Theorem 1(a)], PD(Y )v+s ∈
span(v+s, v−s). Hence, for some α, β ∈ R, we have

q∗ := PD(Y )v+s = αv+s + βv−s.

Let r∗ be such that q∗ = D(Y )r∗. Now, based on the first

part of (19) for r∗ instead of vf , we have

‖D(Y )r∗ −D(X)KF r
∗‖2 = ‖(PD(Y ) − PD(X))D(Y )r∗‖2

= ‖(PD(Y ) − PD(X))(αv+s + βv−s)‖2 = s‖αv+s − βv−s‖2
= s‖αv+s + βv−s‖2 = s‖D(Y )r∗‖2, (21)

where in the third and fourth equalities we have used the

definition of v+s and v−s and their orthogonality. Now, for

the function g∗(·) = D(·)r∗ ∈ span(D), one can use (18) to

5The argument for the existence of p∗ is similar (by swapping D(X)
and D(Y )) to the argument used for the existence of vectors w1 and w∗

in the proof of Theorem V.3 (Case (iii)). We omit it for space reasons.



see that RRMSEg∗ = s. Hence, the equality in (20) holds,

and this concludes the proof.

Remark V.5: (Working with Consistency Matrix is More

Efficient than the Difference of Projections): According

to Theorems V.1 and V.3, one can use the consistency

matrix MC ∈ RNd×Nd or the difference of projections

D(Y )D(Y )† − D(X)D(X)† ∈ RN×N interchangeably to

compute the relative root mean square error. However, note

that the size of the consistency matrix depends on the

dictionary Nd, while the size of the difference of projections

depends on the size of data N . In most practical settings

N ≫ Nd, and consequently, working with the consistency

matrix is more efficient. In fact, given moderate to large data

sets, even saving the difference of projections matrix in the

memory may be infeasible. The calculation of the consis-

tency matrix requires solving two least-squares problems,

which can be done recursively for large data sets. �

Remark V.6: (Efficient Computation of the Consistency

Index): The consistency index is defined as the spectral radius

of the consistency matrix and can be computed as such. One

can also use the following to compute it more efficiently: (i)

the consistency index is the maximum eigenvalue of a ma-

trix with nonnegative real eigenvalues (cf. Lemma IV.3(c));

(ii) given an appropriate change of coordinates making

D(X)TD(X) = I (see proof of Lemma IV.3(a)), the

consistency matrix becomes positive semi-definite. Hence,

in optimization-based dictionary learning, one can add a

constraint D(X)TD(X) = I and minimize the 2-norm of the

consistency matrix (which equals the maximum eigenvalue

for positive semi-definite matrices). �

VI. CONCLUSIONS

We have introduced the concept of consistency index,

a data-driven measure that quantifies the accuracy of the

EDMD method on a finite-dimensional functional space

generated by a dictionary of functions. The consistency index

is invariant under the choice of basis of the functional space,

is computable in closed form, and corresponds to the relative

root mean squared error. Future work will build on the

measure introduced here to design algebraic algorithms that

find dictionaries with EDMD predictions of a predetermined

level of accuracy and use the consistency index as an

objective for optimization and neural network-based methods

to identify dictionaries including the system state that span

spaces that are close to being Koopman-invariant.
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APPENDIX A. BASIC ALGEBRAIC RESULTS

Here, we recall two results that are used in the proofs.

http://arxiv.org/abs/2201.05098
http://arxiv.org/abs/2103.00812
http://arxiv.org/abs/2112.04085
http://arxiv.org/abs/2110.06509


Lemma A.1: Let B1, B2 ∈ Rm×n be matrices such that

R(B1) = R(B2). Then B1B
†
1 = B2B

†
2. �

The proof follows from the uniqueness of the orthogonal

projection operator on a subspace.

Lemma A.2: ( [30, Proposition 4.4.10]): Let A ∈ Rm×n

and B ∈ Rn×m. Then, spec 6=0(AB) = spec 6=0(BA). �
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