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Disturbance Observers for Robust Safety-critical
Control with Control Barrier Functions

Anil Alan!, Tamas G. Molnar2, Ersin Da§2, Aaron D. Ames?, Gabor Orosz!

Abstract—This work provides formal safety guarantees for
control systems with disturbance. A disturbance observer-based
robust safety-critical controller is proposed, that estimates the
effect of the disturbance on safety and utilizes this estimate
with control barrier functions to attain provably safe dynamic
behavior. The observer error bound — which consists of transient
and steady-state parts — is quantified, and the system is endowed
with robustness against this error via the proposed controller. A
connected cruise control problem is used as illustrative example
through simulations including real disturbance data.

I. INTRODUCTION

Safety-critical control has become increasingly crucial for
deploying ubiquitous autonomous systems in a priori unknown
operational environments. Examples include robotics and au-
tomotive systems, where maintaining safety with control is of
utmost priority, even under uncertain dynamics. Control barrier
functions (CBFs) have shown success in achieving this, by pro-
viding formal safety guarantees through forward invariance of
a pre-defined safe set [If]. In particular, CBF-based quadratic
programs (CBF-QPs) provide effective solutions for control-
affine nonlinear systems and have been implemented in many
application domains [2]-[4].

Many studies on CBFs rely on precise knowledge of the
underlying system dynamics. However, in the presence of
model uncertainty or external disturbances, safety guarantees
established by CBFs degrade or alter. To remedy this concern,
robust extensions of CBFs have been proposed that utilize
the available knowledge or assumptions about the unmodeled
dynamics. Worst-case uncertainty bounds were incorporated
into CBF conditions in [5]], [6] to overcome uncertainties.
This approach may yield conservative results, as will be
shown. Alternatively, input-to-state safety (ISSf) characterizes
how the safe set changes with disturbances. It mitigates the
conservativeness by bounding safety degradation. However,
even ISSf-based methods may suffer from significant uncer-
tainty bounds [[7], [8]. While less conservative adaptive control
approaches have been proposed to tackle structured parametric
uncertainties [9], their safety guarantees do not include time-
varying external disturbances.

Disturbance observer (DOB) theory — a robust control
technique for suppressing the effects of disturbance and model
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Fig. 1. Illustration of the disturbance observer-based safety-critical control
framework for an example where a connected automated truck (CAT) follows
a connected human-driven vehicle (CHV) without collision.

uncertainty by the feedback of their estimations [10] — has re-
cently been adopted in synthesizing safety-critical controllers
[11]. The resulting DOB-based scheme estimates the effects
of the disturbance on the time derivative of the CBF with
an exponentially decaying error bound. However, as will be
shown, this method may be conservative initially, since it
cancels the transient observer error regardless of the initial
condition. Another DOB-based approach observes external
disturbances that occur in the system dynamics in an affine
expression, multiplied by a known coefficient [12]. Although
this method can be effective for the affine problem setup, we
seek to ensure robust safety for a more general uncertainty
description. Additionally, none of these methods consider
how the choice of disturbance observer parameters affects the
closed-loop behavior or performance.

To this end, this paper proposes a novel DOB-based safety-
critical control framework with CBFs to guarantee robustness
against uncertainties, together with guidelines on the design of
DOB and controller parameters. Our approach takes advantage
of the input-to-state stability of the high-gain first-order DOB
dynamics introduced in [[11]] and leverages the idea of input-to-
state safety [7]] to provide robustness against the observer error.
The end result is less conservative robust safety guarantee in
the presence of model uncertainties.

The paper is organized as follows. Section [[I] gives a short
summary about CBF theory. Section outlines the DOB
and gives a bound for the observer error. Section [[V| presents
the proposed controller design and provides safety guarantees
for appropriate observer and controller parameters. Section
gives further discussion on trade-offs for the parameter se-
lection. Throughout the paper a connected cruise control
problem is used as example for demonstration purposes. This
practical example is selected for its simplicity to highlight the
improvements achieved by the proposed method. We also use
real disturbance data to evaluate the method in a real-world
scenario. Section [VI| closes with conclusions.



II. PRELIMINARIES

Consider the system:

&= f(z) +g(x)u, (1)

with state x € R”, input uw € R™, and locally Lipschitz
continuous functions f:R"™ — R™ and g¢:R™ — R"*™,
Given a locally Lipschitz continuous controller £ : R™ — R™,
u = k(z), we use the notation z(t) for the unique solution of
the corresponding closed-loop system with initial condition
x(0) = zp € R™, and we assume z(t) exists for all ¢t > 0.
We define the notion of safety for the system (I) in
accordance with the forward invariance of a safe ser C C R"
given by a continuously differentiable function A : R" — R:

C={zeR"| h(z) > 0}. )

The system is said to be safe with respect to the set C if
it is forward invariant: zg € C = z(t) € C for all t > 0.
The function h can be used to synthesize controllers that
yield safe behavior. We say that h is a Control Barrier
Function (CBF) [1] if there exist§]an o > 0 such that:
sup h(x,u) = sup [Lph(z) + Lyh(z)u] > —ah(z), (3)
u GR'NL u GR'NL
where Lh(z) 2 22 f(2) and Lyh(z) £ 225 (1), The set
of CBF-based safe controllers is given as:

Kcpr(z) = {u € R™ | Lyh(z)+Loh(z)u > —ah(x)}. 4)

One of the main results in [1]] proves that controllers taking
values in Kcpr(z) for all z € R™ lead to the safety of (I).

III. DISTURBANCE OBSERVER

The safety guarantees of controllers in Kcpr may deterio-
rate in the presence of an uncertainty in the model. In the rest
of this paper, we consider the system:

ﬂb:f(x,r)+g(x)u+p(m,w), )

with state x € R", input u € R™, reference signal r € R!, dis-
turbance w € RY, and locally Lipschitz continuous functions
f:R*" xR - R”?, g:R* - R™™ and p: R® x RY — R™.
The reference r is assumed to be known, thus it can be ad-
dressed by controllers k : R™ x Rl — R™, u = k(z,r). How-
ever, w and p(x,w) are unknown.

The objective of the problem formulation is to quantify the
effect of these uncertainties on safety. Therefore, we consider
the time derivative of h along the system:

h(x,u,r,w) = L¢h(x,r) + Lyh(x)u + b(z,w),  (6)

where b(x,w) = 8%—(;)p(x, w). If b is negative at the safe set

boundary (at h(z) = 0), a controller in Kcpr(x,r) may fail
to ensure that h is non-negative, which implies that the system
would leave the safe set.

Example 1. Consider the setup in Fig. |1, where a connected
automated truck (CAT) is controlled to follow a connected
human-driven vehicle (CHV). Let D be the distance between

“While we choose a constant « for simplicity, an extended class-/C function,
a : R — R, could be used more generally.
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Fig. 2. Simulations for Example[T] with the time varying road grade that acts
as disturbance (top), the evolution of the CBF h (middle), and the effect b of
the disturbance on A (bottom). The controller that disregards the disturbance
fails to maintain safety (h goes negative).

vehicles, v and v; be the speeds of the CAT and CHV, and u
be the commanded acceleration of the CAT, with dynamics:
D =V — 0,
. , (7)
0 =u—a(p) — cv?,
where ¢ is the time varying road grade, a(¢) = g(sin¢ +
vcos @), g is the gravitational acceleration, v is the rolling
resistance coefficient, and c is the air drag coefficient. We
assume that the CHV’s speed v; is available to the CAT
through vehicle-to-vehicle (V2V) communication, hence it is
a known reference, » = v;. At the same time, we regard the
road grade as an unknown disturbance, w = ¢. By defining
the state z = [D,v] ", system (7) can be written as (3)) with:

ten=[" 8] s =[] =[5y ] @

Ccv

This control problem is often referred to as connected cruise
control [13]].
To keep safe distance, we use a time-headway based CBF:

h(z) =D — Dy — T, 9)

where Dy > 0 is the safe stopping distance and 7" > 0 is the
safe time headway. This yields Lsh(z,r) =v; — v + T'cv?
and Lyh(x) = —T. We consider the controller v = k(z,r),

_ Lyh(z,r) + ah(z)
Lyh(z)
= a (k(D — D) —v) + k(vy —v) +cv?,  (10)

k(z,r) =

with k = 1/T, that is an element of Kcpp(xz,7). The con-
troller disregards the road grade that acts as a disturbance.
Fig. [2] presents simulation results with parameters in Table [I]
constant CHV speed v; = v* and sinusoidal road grade:

o(t) = Psin(wt). (11)

The top and middle panels highlight that safety is violated
(h becomes negative) due to the disturbance, whose effect
b(z(t),w(t)) = Ta(Psin(wt)) is plotted at the bottom.



We propose to use a disturbance observer to enforce safety
robustly, under the following assumption.

Assumption 1. Function b(z(t), w(t)) is Lipschitz continuous
in t over ¢t > 0 with Lipschitz constant by,.

Note that Assumption [I] relaxes the assumption in [I1] from
differentiability to Lipschitz continuity. If b(z(¢),w(t)) is
differentiable in ¢, b is an upper bound on its derivative,
| bz (t), w(t))] < by

To account for the unknown value of b, we utilize the high-
gain first-order disturbance observer from [11]:

b(x,€) £ kyh(z) — &,
E=k (th(a:,r) + Lyh(z)u+ B(x,f)),

Je(z,u,m,8)

where £ € R is an auxiliary state and k;, > O is the observer
gain. By slight abuse of notation, we denote b(xz(t),w(t)) and
b(x(t),£(t)) shortly as b(t) and b(t). We define the observer
error e(t) £ b(t) — b(t) with initial value e(0) = ey € R. The
error dynamics are characterized as follows.

(12)
(13)

Lemma 1. Consider system (3), a continuously differentiable
function h, function b defined by () with Lipschitz constant
by, and the disturbance observer (12)-(13) with ky > 0. The

Sollowing bound holds for the error e(t) = b(t) — b(t):

b b
le(t)] < [ leol — -2 ) e7Fot 4 2. (14)
kp kp
Proof. Using (@), (I2) and (T3), the observer dynamics read:
b=ky(b—b). (15)
This is a linear dynamical system whose solution can be
expressed by the convolution integral:

t
b(t) = b(0)e ™t + / e ko (=0, b(6)db. (16)
0

Hence, the evolution of the error is given by:

t
e(t) = b(t) — b(0)e kvt 4 ege Rt — / e ko (=0, b()de,

' a7)
where b(0)e~*»* was added and subtracted. Via integration by
parts, the following holds:

b(t) — b(0)e k0t = {b(g)e—kbu—e)};

t t
— / e k(=0 L, b(6)d + / ek t=0)ap(g), (18)
0 0

where a Stieltjes integral [[14] is used to handle the potential
non-differentiability of b(#). Substituting (I8) into (T7) gives:

t
e(t) = ege ™! +/ e R (=0 dp(0).
0

19)

Due to the Lipschitz property of b in Assumption |1} the
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Fig. 3.  Simulations for Example [2| with the evolution of |b| and its
upper bound by, (top) and the observer error for various observer gains ky
(bottom). The observer error decreases with increasing k; and satisfies the
error bound (T4) in Lemma [T}

magnitude of the integral can be upper-bounded by:

t t
/ e—’%<f—9>db(9)‘ < / e—kb<t—9>bhd9=bi(1
0 0 ke

— e_kbt) .

(20)
With this, the absolute value of (T9) finally leads to (T4). O

Example 2. Consider the car-following setup in Example [I]
For the sinusoidal road grade @) b is differentiable with
respect to ¢ such that |b(t)| < by, = T'gy/1 + 12Pw ~ Tgdw.
The evolution of \b| and by, are illustrated in the top panel of
Fig. B] We employ the observer defined by (12)-(13), where:

b(z, &) = ky (D — Dgt — Tw) — €,

: 21
€ = ky(vi—v+Tev® —Tu+ky, (D—Dg—Tv) ). b

The bottom panel of Fig. [3] shows the observer error for
leo] = 5 and various k;, values. The observer error decreases
with increasing k; and satisfies the bound (T4) for all cases.

Remark 1. Lemma |I| states the input-to-state stability [15]
of the observer error dynamics around e = 0. The error
bound (]E[) is stricter than the one presented in [11f], and it
consists of transient and steady-state parts; see Fig. [3] The
larger the observer gain k;, is, the faster the transient decays
and the narrower the steady-state error band is.

Next, we use the observed disturbance b to compensate for
the unknown true disturbance b. The observer error prevents
ideal compensation. We introduce a modification to K¢cpr to
incorporate the disturbance observer into the controller and
ensure safety.

g 9.81m/is®> | v 0.006 ¢ 0.000428 1/m
Dg 5m T 2s a 0251/
v* 20 m/s ® 10deg | w 0.05%x27 rad/s.
TABLE T

PARAMETERS OF THE CONNECTED AUTOMATED TRUCK EXAMPLE.



IV. MAIN RESULT

We incorporate the disturbance observer into the CBF-based
control design with the following modification of (4):

KCBF($7T> §) ={u € R™ | Lyh(z,7) + Lyh(x)u

+b(x,€) > —ah(z) + o}, (22)

where parameter o > 0 is inspired by the framework of input-
to-state safety 7] to provide robustness against the observer
error e. To ensure that Kcpr(z,7,£) is non-empty for any
¢ € R, we assume that h is a CBF with Lyh(x) # 0, Vz € C.
The following theorem relates the controllers from KCBF to
the safety of the disturbed system.

Theorem 1. Consider system (3), CBF h defining the set C as

(@), function b defined by () with Lipschitz constant by, the

disturbance observer @-@ with ky > 0, and a Lipschitz

continuous controller u = l%(am r,§) € XCBF(x, r,§).

e If o > max{leo|,bn/ks}, then C is rendered forward invari-
ant, i.e., xy € C = z(t) € C.

o If o > bh/kb and ky > «, then v € CoNC — l‘(t) eC
with Co = {xz € R™ | h(z) > (leo] — bn/ks)/(kp — @) }.

Proof. By (22)) and (T4), the time derivative (6) of h satisfies:

h>—-ah+o+e (23)
b b
> —ah+ (-2 — leo| ) e *t + h (24)
kb kb
> —ah+ (E —|eg))e ™™t + 0 — E, (25)

where ' = max{|eo|, bn/ks} > |eo|, and function arguments
were dropped for brevity. If o > F, @) leads to h > —ah,
and yields the first theorem statement.

To prove the second statement, consider the (unique) func-
tion y : R>g — R that satisfies:

bn
ky’

b
§=—ay+ (h - €0|> et g

ky
y(0) = h(zo).

By applying the comparison lemma for (24) and (26), we get
h(z(t)) > y(t), YVt > 0, where y(t) is obtained from (26) as:

o10) = (Gao) + 2RI (e oo

(26)

kb—Oé

+ h(zg)e Ft + ih/kb (1 - e*at) .27
a

Given ky>a >0, o>bp/ky, and z9€CoNC, each
of the terms above are non-negative. This leads to
h(z(t)) > y(t) > 0, that is, z(t) € C, Vt > 0. O

Remark 2. The first statement of Theorem [I] expresses that
the set C can be made forward invariant for the disturbed
system if parameter o is chosen to be large enough, such that
it overcomes both the transient observer error (o > |eg|) and
the steady-state error bound (o > by, /k;) in (T4).

Remark 3. The second statement of Theorem [I] addresses
the case when parameter ¢ overcomes the steady-state error
(o > by, /kp) but not necessarily the transient error (potentially
o < |eg|). Then, safety requires the initial state to satisfy

20+
Eqo
=
() o
—case 3 —case 4 ~ —case 6
0 10 20 30 40
t (s)
Fig. 4. Simulations for Example El (Top) Three cases are shown for the

proposed method: safe but conservative case 1, unsafe case 2 and safe and
not conservative case 3. (Bottom) Comparative results with controllers from
[S[, [12]], [11] as cases 4, 5 and 6, respectively, with respect to case 3.

xg € Co N C. The larger the initial observer error |eg] is, the
smaller Cy gets, which implies that the system must be located
far inside the safe set initially. Additionally, safety requires
large enough observer gain k, such that the convergence rate
ky of the observer is larger than the rate « at which the system
may approach the safe set boundary (k; > «). A similar idea
was used in [16]] to address safety when trajectories converge
to those of a reduced order model.

Remark 4. One may also show the invariance of another set,
C= {x €R" | h(z) > O} with h(z) = h(z) — (0 — E)/a,
since h > —ah follows from @]) Thus, even if parameter o
is not large enough, o < F, the system still evolves within
a larger set C O C whose size is tuned by o. As such, o
provides robustness against disturbances. Meanwhile, o > F
makes a smaller set C C C invariant, hence it may lead to
conservativeness in the sense that trajectories may stay far
inside the safe set C. A similar trade-off was highlighted in
[[7], [8], where the idea of tunable input-to-state safety with a
variable o(h(x)) was proposed to reduce conservativeness.

Example 3. Consider the car-following setup in Example [T}
the disturbance observer in Example [2] and the controller:

bl ) = RIS SRR ) =
= (a+kp) (K(D = Dy) — v) + k(01 —v) + v — k(+0),
(28)

with & = 1/T (cf. (I0)), that is an element of KCBF(x, T, §).
We evaluate the performance of the controller through simu-
lations in three different cases based on Theorem [T}



1) o = max{|eol|,br/ks} and ¢ is such that h(zg) = 0,
2) o =by/ky and h(zp) = 0 (that is, 2o € C but g ¢ Cy),
3) o= bh/kb and h(l‘o) = (|€0| — bh/kb)/(kb — a) >0
(that is, zo € Co N C).
We consider the sinusoidal road grade in (II)), use constant
CHYV speed profile v; = v*, pick k; such that by, /k, = 1, and
start from |eg| = 10 m/s for all cases.

Simulation results are given in the top panel of Fig. @]
Case 1 satisfies the condition in the first point of Theorem [I]
hence it results in safety. Since |eg| is large, an equivalently
large o yields conservativeness by pushing the trajectory
farther inside the safe set. Case 2 and case 3 refer to the
second point in Theorem [T} where the former fails to satisfy
the required initial condition and the latter starts within Cp. As
such, case 2 leads to safety violation during the transient due
to the large |eg|. Case 3, on the other hand, keeps the system
safe thanks to starting inside Cy C C, cf. (I9). Additionally,
we implement three controllers from the literature, see bottom
panel of Fig. ] Case 4 shows a worst-case approach from [J5]]
with [|p(z, w)||s < P, that yields conservative results. Case
5 presents a disturbance observer approach from [12] for the
disturbance d = sin ¢, which alleviates the conservativeness of
the worst-case approach, yet overcompensates for the steady
state error due to large initial observer error. Case 6 denotes the
approach of [[11]], that directly cancels the transient error using
the error bound, therefore results in conservative behavior
during the initial transient with respect to case 3.

V. DISCUSSION

Choosing a larger observer gain k; attains stricter observer
error bounds, and consequently a less conservative controller
by indulging a smaller robustness parameter 0. However, large
gains may lead to instability in the presence of unmodeled
dynamics. Next, we demonstrate this for an unmodeled input
time delay. We employ linear stability analysis to investigate
the limitations of controllers in K. cBr due to the delay. Finally,
we utilize real road grade and CHV speed data to assess the
controller in the example using simulations.

Consider the system with a constant input time delay 7 > 0
representing actuator dynamics:

#(t) = f(2(t),r(t) + g(x(t))ult — 1) + pla(t), w(t)), (29)

(cf. (®)) and a controller u = 12:(33,7“,5) € RCBF(.’L‘,T, €). By
defining 2(t) £ [x(t),£(t)]T € R**L, 2. (#) 2 2(t — 7) and
r-(t) = r(t — T), we obtain the closed-loop dynamics:

2=F(z,2r,7,7:) + p(2,w). (30)
with F'(z, zr,r, 1) = f.(2,7) + 92(2)k. (27, 7;) and:
_ flar) } _ {g(m)}

oD e bten ool =9 o]

~ T, W
bl = ka9, gt = P50,
q
where f¢ is as defined in (I3), while 0,, and 0, are zero
column vectors with dimensions m and gq.
To conduct linear stability analysis, we assume that func-
tions F' and p, are differentiable at an equilibrium z = z*,

r=7r" and w = 0,. Note that this assumption was not re-
quired for Theorem Defining 2 2 2z — 2%, 2, £ 2, — 2%,
72 r—r*and 7, £ r, —r*, the linearized dynamics are:

Z=AZ+ A %, + Byw + B,7 + B, 7, (32)
where the coefficient matrices read:
oF Op. oF
A = ) AT = 5 9
82 z*,r* 82 z*,0 827- z*,r*
’ e ’ (33)
B _ Ip. - aj - oF
w 8’11) Z*,Oqa T 87" Z*7T*7 T T 87”7— Z*,T‘;

evaluated at z = z, = 2%, r =7, = r* and w = 0,.
System (32) is associated with the characteristic function:

H(s)=det (sI — A— A.e™) (34)

and the characteristic equation H(s) =0, with I being the
identity matrix. For stability, all the infinitely many roots of
this equation must have negative real parts [[17]. At the stability
limit, H(j€?) = 0 holds for some {2 > 0. This leads to two
algebraic equations after separating real and imaginary parts,
which can be solved for parameters of interest like o and
ky. The solution yields the stability boundaries that can be
plotted as stability charts in the space of parameters; see [13]
for details. We present stability charts for an example.

Example 4. Consider the car-following setup in Example [I}
the disturbance observer in Example 2| and the controller
in Example [3] With an input time delay 7 > 0 representing
computation and communication lags as well as the time
required for the CAT to realize brake and engine commands
corresponding to the input u, we have:

D(t) = vi(t) — (1),

o) = ult - 7) - alo(®) ~ 0,
that is of form (29) with (§). The characteristic function
H(s) = (s* 4+ 2cv*s®) " + (a + ky + k) s°
+ ((a+ kp)k + akyp) s + akps (36)

does not contain o, only « and k.

We calculate the linear stability boundaries as curves pa-
rameterized by > 0, by solving H(jQ2) =0 for « and k.
We plot the boundaries in the («,k;,) parameter space for
different delay values, that yields the stability charts in Fig. [3]
Note that the boundaries aw =0 and k;, = 0 correspond to
2 = 0. Fig. [ highlights that the observer gain k; cannot
be selected arbitrarily large without instability, and that the
stable region shrinks as the delay increases. At a critical delay
Ter the stability boundary runs through the origin, and the
stable region disappears for 7 > 7.,. The critical delay 7., can
be found by solving H(j2) =0 with « =0, k, =0 for 7
and (2, that leads to ¢, = arcsin(Qe;/K)/Qer = 7/(2K) with
Qe = VK2 — 4c2v*? = k. Given the parameters in Table
all (v, kp) pairs lead to instability for 7 = 3.2 s > 7,. From
now on, we let 7 = 0.8 s, and we choose o« = 0.25 1/s and
ky = 0.55 1/s as highlighted by the red asterisk.

Next, we evaluate the robustness of the controller against
the input delay by simulations. We use real data for the CHV’s



400

Fig. 5. (Left) Stability charts for Example E Gray shading denotes the stable region for 7 = 0.8 s, and red asterisk indicates the parameters selected
for simulations. The stable region shrinks with increasing delay, and delay prevents selecting an arbitrarily large k; without instability. (Middle and right)
Simulations for Example 4 with real road grade and CHV speed data. The proposed controller maintains safety despite the delay, and the closed-loop system

is guaranteed to be linearly stable by careful parameter selection.

speed profile and for the road grade [18]] as depicted in Fig. [j]
(middle). Notice that around ¢ = 390 s the CHV brakes hard
while traveling on steep downhill, leading to a particularly
safety-critical situation. To simulate the CAT’s motion, we
use the same |eg| and by values as in Example 2, and we
invoke the case 3 in Example 3 with o = by, /k;, = 1.96 m/s
and h(xzo) = (leo| — bn/ks)/(ky — o) = 10.1 m. This setup
is guaranteed to be safe in the absence of the delay based
on Theorem m With delay, the controller still maintains
safety throughout the run even at the most critical moment
at t = 390 s thanks to the disturbance observer; see Fig. |§]
(right). The disturbance observer b tracks the unknown effect
of the model mismatch on safety, visualized as b in Fig.
(right). Meanwhile, stability is guaranteed as parameters were
chosen based on the stability chart in Fig. [5]

VI. CONCLUSIONS

This paper addressed the safety-critical control of systems
with model uncertainties. We used a disturbance observer
technique to estimate the effect of the uncertainty on the safety,
and we incorporated the observer into the control design to
provide robust safety guarantees by control barrier functions.
We gave conditions on controller parameters that lead to
provable safety, and we discussed the practical limitations on
choosing high parameters. We demonstrated the efficacy of the
proposed method using numerical simulations for a connected
cruise control system using real data.

Future work includes implementing the proposed framework
to other applications, and adding a tunability feature from [7]]
for less conservative results under significant permanent error
bounds. Furthermore, enforcing robust safety under multiplica-
tive uncertainties (such as uncertainties in the control matrix
g(x)) is another topic for future study.
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