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Guided Time-optimal Model Predictive Control of a
Multi-rotor

Guangyu Zhang, Yongjie Zheng, Yuqing He, Liying Yang, Hongyu Nie, Chaoxiong Huang, Yiwen Zhao

Abstract—Time-optimal control of a multi-rotor remains an
open problem due to the under-actuation and nonlinearity of its
dynamics, which make it difficult to solve this problem directly.
In this paper, the time-optimal control problem of the multi-rotor
is studied. Firstly, a thrust limit optimal decomposition method
is proposed, which can reasonably decompose the limited thrust
into three directions according to the current state and the target
state. As a result, the thrust limit constraint is decomposed as
a linear constraint. With the linear constraint and decoupled
dynamics, a time-optimal guidance trajectory can be obtained.
Then, a cost function is defined based on the time-optimal
guidance trajectory, which has a quadratic form and can be used
to evaluate the time-optimal performance of the system outputs.
Finally, based on the cost function, the time-optimal control
problem is reformulated as an MPC (Model Predictive Control)
problem. The experimental results demonstrate the feasibility
and validity of the proposed methods.

Index Terms—multi-rotor control, time-optimal control, thrust
limit decomposition

I. INTRODUCTION

IME-OPTIMAL flight control of a multi-rotor is a prob-

lem considering controlling the multi-rotor flight from
an initial state to a terminal state in the minimum time. The
maneuver performance of the multi-rotor can be maximized
with a time-optimal controller, which is crucial for some
applications , such as dynamic target catching and drone racing
[2], 1], [2]. To improve the time-optimal performance of
the multi-rotor, trajectory optimization and optimal control
strategies have been used in the existing literature.

For the studies using trajectory optimization strategy,
to ensure smoothness and dynamic feasibility, the time-
parameterized high-order polynomial trajectory optimization
schemes based on the system’s differential flatness property
have been proposed. The differential flatness property implies
that the system’s state and inputs can be computed by its
flat outputs and their high-order derivatives [3]. Therefore,
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by utilizing a high-order polynomial trajectory of the flat
outputs of the multi-rotor, i.e. position and yaw angle, the
smoothness of its state can be ensured. In the works of
[4] and [S], the optimization of polynomial trajectories is
achieved by formulating a fixed end-time-optimal problem
using a variable associated with the path curve. By solving
this problem, piecewise trajectories that exhibit the minimum
time property can be obtained. Similarly, in [6]], a similar
approach is proposed where time is allocated along a path
with fixed geometry to generate a minimum time trajectory.
Other studies have proposed methods based on Sequential
Convex Programming (SCP), which involve allocating time
into a sequence of discrete-time waypoints while considering
dynamic constraints [7]], [8]. However, when the number of
waypoints is large, the optimization of these waypoints can
become time-consuming. Consequently, these methods are
better suited for offline trajectory planning tasks.

For the studies using optimal control strategy, some sim-
plified dynamic models have been used to solve the time-
optimal control problem. In [9], [[10]], a time-optimal control
problem is formulated based on a simplified two-dimensional
dynamic model, in which the thrust and rotational rate are used
as control inputs, and a bang-off-bang controller is designed
using Pontryagin’s Minimum Principle. Point-mass dynamics
is a simple linear dynamic model, so, the analytical form
solution of the minimum time control problem of the point-
mass system can be obtained using Pontryagin’s Minimum
Principle [[11f], [12]. Building upon this analytical solution,
a minimum time motion primitive approach is proposed in
[13], [14], and a real-time time-optimal trajectory generation
approach is proposed in [[15]], [16].

(®)

Fig. 1. (a) Independent acceleration bounds limit; (b) Dynamic acceleration
bounds limit obtained through thrust limit decomposition

The methods presented in the above works can improve the
time-optimal performance of the multi-rotor. However, the dy-



namic constraints imposed by the differential flatness property
or simplified dynamics with three independent acceleration
bounds limits can only ensure the dynamic feasibility, but
can’t maximize the thrust of the multi-rotor. As illustrated
in Fig. [Ta] the independent acceleration bounds restrict the
acceleration within a cube, preventing it from reaching the
sphere determined by the thrust limit. Therefore, there is some
maneuver capacity that has not been exploited. Because of
the under-actuated property, a multi-rotor has to utilize thrust
in a single direction to drive movement in three directions.
Therefore, how to decompose the thrust into three directions
reasonably is the key to driving multi-rotor fly to the target
point fastest. Focusing on the problem of the time-optimal
flight control of the multi-rotor, this paper proposed a guided
time-optimal MPC scheme, in which the control inputs are
solved by the receding-horizon optimization strategy guided
by a time-optimal trajectory obtained in relaxing constraint
conditions. The primary contribution of this article lies in the
thrust limit optimal decomposition method. This method can
decompose the limited thrust into three directions reasonably
based on the current state and the target state. As a result, the
thrust capacity of the multi-rotor can be exploited maximally.

In the follows, the time-optimal flight control problem is
formulated based on the multi-rotor dynamic model and a
cascade control architecture in Section II. Our methods of
thrust limit optimal decomposition and guided time-optimal
MPC are detailed in Section III. Experiments and results are
given in Section IV. Section V concludes this article.

II. PROBLEM FORMULATION
A. Dynamic model and control architecture

The position of the multi-rotor is denoted by p, and its
orientation is described by a unit quaternion, denoted by q.
The rotation matrix from the body-fixed frame to the inertial
frame is denoted by R (q). The dynamics of the multi-rotor
are as follows:

p=v,

) 170
q=—3

v = —LR(q)ez& +ges (1)
m

5 w}@q, =TI (1-wxIw) (@

where, v and w are the velocity and angular velocity, respec-

tively. m and I are the mass and inertia matrix, respectively.
. . . T

g is the gravity acceleration. e3 = [0,0,1] . f and T are

the thrust and torque generated by the rotors, respectively. ®

denotes the product of two quaternions.
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Fig. 2. Control architecture

The cascade control architecture is used in this paper. As
shown in Fig[2] the attitude controller tracks desired acceler-
ation needed by the position controller. In this paper, only
position control is taken into consideration. It is assumed
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that the attitude controller is fast enough, so the translational
dynamics be controlled with the desired acceleration. For
attitude control, methods presented in [17] are used in this

paper.

B. Problem statement

The translational dynamics, equation (HI) show that the
movements in the three axes are coupled by R (q). In order
to decouple the translational dynamics, firstly, the acceleration
is defined as:

/
a = —ER(Q) es + ges 3)
The acceleration constraint can be described as follows:

lall < |- 12 R (q) es + ges 4
m

where, fmax 18 the maximum thrust of the multi-rotor. |.||
denotes the L, norm of a matrix. From , it can be observed
that the downwards maximum acceleration of z axis will be
larger than the upwards one due to the gravity acceleration.
In this paper, to make the acceleration bound of the z axis
symmetrical, some maneuver capacity is sacrificed using a
conservative acceleration constraint instead of (3). Based on
the reverse triangle inequality of the Ly norm, the following
inequality can be got:

f:ij (q)es

_fmaxR

+ llges||
m

)
Thus, assuming fnax > mg, the conservative acceleration
constraint can be as follows:

f max

m

(q) es + ges

z’—

— .fmax —g (6)
m

lall < |- R (q)es|| + |lges]|

Combining equation (I) with (3) and (6), a multi-rotor from
an initial state flight to a target state in the minimum time
with dynamic and thrust constraints can be formulated as the
following optimal problem:

ty
min dt = mint 7
a(t)/o alt) @
p=v
at. {v - ®)
p(0) =py, v(0) =g )
p(ty) =ps, vl(ty)=vy (10)
la| < fmax _ (11)
m

_jmaxgagjmax (]2)

where, t; is the total time taken by the multi-rotor to reach
the target state. p, and vq are the initial position and velocity,
respectively. py and vy are the target position and velocity,
respectively. J, .. 1S the maximum jerk bound, which is
determined by the low-level controller performance.

III. METHODOLOGY

In this section, the time-optimal control problem will be
reformulated as a linear MPC problem using a dynamic
linear acceleration constraint and a guided time-optimal cost
function.
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A. Thrust limit optimal decomposition

The optimal problem (7)-(I2) is difficult to solve since it
is a free-horizon problem and the acceleration of three axes
are coupled as a nonlinear constraint. As illustrated in Fig[Tb]
with the constraint @, the acceleration is limited in a sphere.
Thus, for an acceleration in any direction, its maximum bound
in each axis can be obtained by decomposed thrust limit.
This leads to the equivalence of the nonlinear constraint
to a linear constraint. The decomposed linear acceleration
constraint is as follows:

13)

—QAmax S a S QAmax

where, a and

@z, ay,a.]" Gmax
[am,maX7 ay,max; az,max]

In general, the thrust limit decomposition is to decompose
thrust limit as acceleration maximum bound of three axes
according to the current state and the target state in every
control loop, so that the nonlinear constraint will be decoupled
as three dynamic linear constraints. As a result, the time-
optimal control law in the three axes decoupled case can
be used directly. In this subsection, firstly, we introduce the
time-optimal control in the three axes decoupled case and the
property of time-optimal control for the 3D flight task.

1) Time-optimal control in the three axes decoupled case:
If the flight of the multi-rotor is considered as decoupled in
each axis, and the acceleration of each axis is only under
maximum bound constraint, as (I3). The time-optimal control
problem in each axis can be solved by Pontryagin’s Minimum
Principle, and the time-optimal control law, denoted by a (),
is as follows [18]]:

—@j max; hL >0
a;f (t) = 7Sgn(5vi) : ai,maxa h7. =0 (14)
Gj,max hz <0

where, ¢ € {z,y,z}. sgn() is the signum function.
h; denotes the switch function which is defined as
hi (@i max; 0pi, opi, 60, 0v;) = Upﬁ-m (ov;)-|ovs|. 6ps,
op;, 6v;, and ov;, are defined as follows:

Op; = p; — Di.f, ODi =D+ Di
Di Di — Di,f Di Di T Di,f (15)
0v; == v — Vi, f, OV = V; + Vi
The minimum time is as follows:
1
t; = - T (@i,max, ODi, OD;, OV;, OV;) (16)
@i max
where,
T(ai,maxa 6pia OpPi, (5’01‘, Uvi) =
ovV; + \/44; maxOp; + oVF + 0VZ, h; <0
)
|5'Ui|7 hi = 0
—ov; + \/74a,;7max5pi + av? + 51}?, h; >0

The time-optimal position and velocity trajectory regarding the
control law (14), denoted by p; (t) and v; (), respectively, are

as follows:
t t
v = [aa wo-[coa oy
0 0

2) Property of time-optimal control for the 3D flight task:
The 3D flight task is a task that needs the multi-rotor to fly in
the three-axis directions. The flight times taken to arrive at the
target state in the x, y, and z axis direction are denoted by ¢,
ty, and ¢, respectively. Thus, the 3D flight task means ¢; > 0,
for i € {x,y,z}. For a 3D flight task, the minimum flight
time of the multi-rotor using the three axes decoupled control
strategy is determined by the flight time of each individual
axis, and can be defined as follows:

tmin = max (tz, ty, 1) (19)

where, max () is the maximum function. For a given pair of
initial and target states, the flight time in one axis direction is
determined by the thrust decomposed in this direction. Thus,
if ¢t #t, # t., the minimum time ¢,,;, can be optimized by
decomposing more thrust into the direction in which the flight
time is longer, until ¢, = t, = ¢,. It can be summarized as
follows:

Property 1. Using three axes decoupled control strategy, the
multi-rotor will arrive at the target state in the three directions
simultaneously under the time-optimal control law for the 3D
flight task.

The Property 1 can be illustrated by Fig. [3] As shown in
Fig. Ba when the flight time in the three directions are equal,
tmin 1S shorter than in other cases. Thus, this ¢,,;, can be
considered as a time-optimal control solution for the 3D flight
task.

3) Thrust limit decomposition algorithm: Based on the
Property 1, the key to decomposing the thrust limit is to
find the decomposition direction that can make the jﬂight time

of each axis equal. We define T = [va,fy,fz} , where

T; = T(@i max, ODi, 0D;, 0v;, 0v;) for i € {x,y, z}.

Theorem I: For a 3D flight task, under the control law in
the three axes decoupled case, equation (I4), if the flight times
in each axis are equal, that is:

(20)

Then the direction of amax Will satisfy the following equation:

Gz max * Ay max * Gz max = Ta: : T’q : Tz (2])
The proof of Theorem I:
Combing with (I6) and (20), we get
Ty T, T.
=== (22)
Qg max Gy max Az max
which means,
T, T, Ty T, T. T
= ; = ) =
Ay max Gy max Oy max Az max Az max Az max
Thus, we can get
& _ Az max Ty _ Ay max Tx _ Az max (23)
_— = T, = = T, = =
Ty Gy, max Tz Gz, max Tz Gz max
That is,
Qg max * Ay max + Az max = Tx : Ty : Tz (24)



With Theorem 1, for a pair of current and target states, the
optimal decomposition direction of an,,x can be obtained by
an iterative method. It is as follows:
i+l il _ AL A
;’max : a;,max ta =1T;: T; T

i+1

a z,max (25)

where, ¢ is the iteration index. The details are given in Alg. 1.
Firstly, the direction of @, is initialized as [1,1, l]T, then
the direction of a,,x is iterated until the flight time of each
axis are equal under tolerance ¢; (see Alg. 1 Line 4 - 10).

Algorithm 1 Trust limit optimal decompose

Input: initial state: p,, vo, target state: py, vy
Output: acceleration bound: @.x
1: function DECOMP THRUST(py, Vo, Py, Vf)
2 initialize: @ < [1 1 1]
3: Amax < m '(fmax/m_g)
4: while IS_TIME_EQUAL(@max, Py, Vo, P, vy) do
5: fori=1z,y,2z do
6 T; < T(a; max, ODi, opi, 0v;, 0v;) > Equation

@S-

7: end for _

8: QAmax norfl('f) ! (fmax/m - g) > Equation
9: end while

10: return a,,,x

11: end function

12:

13: function IS_TIME EQUAL (@max, Pg; V0, Py vf)
14: for i = x,y,z do

15: ti < o L T(a; max, Opi, oD, 6V, OV;) >
Equation (T3)-(17)

16: end for

17: for i, =x,y,z do

18: if t; > e, t; > € and |t; — t;| > ¢ then

19: return False

20: end if

21: end for

22: return True

23: end function

B. Guided time-optimal MPC

In (14), a* (¢t) switches between the upper and lower bound,
behaving like a step signal. Thus, it is not safe enough to use
a* (t) directly as the desired acceleration to be tracked by
the attitude controller. However, it can be seen as a solution
to the problem (7)-(12) in the relaxing constraint conditions
that ignore jerk constraint. Thus, the regarding trajectory
p* (t), equation , can be used as a time-optimal guidance
trajectory. We define the guided time-optimal cost function as
follows:

tmin
= [ (oollptt) = 5 I+ [o(e) — o (0] e
’ (26)
where, pp and p; are the weight of position and velocity,
respectively. Replacing fot 7 dt by J, the optimal problem l)
can be converted into a quadratic optimal control problem
in the finite time horizon.
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After the thrust limit decomposition and combining with
the guided time-optimal cost function, problem (7)-(12) can
be converted into a linear MPC problem. By discretizing it
with a time step size of At, we can get:

Np
min k] — p*[K]l|” + p1 [[w[k] — v*[K]||?
(o™ 2 (0 1P = P IEII 4 1 ol — o )
27
plk+1] | _ (K]

p[0] = po, v [0] = wo (29)

for k£ > 0,
— Amax <a [k] < Qmax (30)
where, plk] and v [k] denote the position and velocity

of the multi-rotor at k time 1step, respectively. Ay =
Iz At-Isxs AL I3ys :
, By = 2 . Qmax 18 the
[O3><3 I3.3 ¢ At - I3x3

acceleration bound limit decomposed by the Alg. 1.

This control scheme (containing thrust limit optimal de-
composition, guided time-optimal cost function, and receding-
horizon optimization strategy) is called GTOMPC (Guided
Time-optimal MPC), which means that the control law is
solved under the guidance of a time-optimal trajectory in the
relaxing constraint condition.

IV. EXPERIMENTS AND RESULTS

Several experiments have been conducted to validate meth-
ods proposed in Section III, and the experiments and results
will be introduced in detail in this section.

A. Thrust limit decomposition experiments

To validate the convergence and the iteration efficiency
of the thrust limit optimal decomposition method (Alg. 1),
1000 pairs of random initial and target states were tested
in the thrust limit decomposition experiments. For a specific
pair of data (initial state: py = [~2,—1.5,—2.5]T(m) and
vo = [—3,1,0]T(m/s); target state: p; = [0,0,0]7(m) and
vy = [1,0,2]T[(m/s); thrust limit: fuax/m—g = 10(m/s?)),
the acceleration maximum bound a,,x is converged from
[5.774,5.774,5.774]T (m/s?) to [9.028, 2.225, 3.612]T (m /s?)
using Alg. 1 . The time-optimal guidance trajectory p* (t),
, regarding the initial and decomposed a,,x are shown in
Fig[3] As shown in Fig[3a] after thrust limit decomposition,
with more thrust limit in the x and y axis, the flight time in
the three directions are equal. As a result, the minimum time
tmin, defined in @I), is improved from 1.75s to 1.25s.

To quantify the iteration efficiency of Alg. 1, two indicators
are defined, as follows:

Pis = ts/ts (32)
Pimin = (t?nin - t’rbnin)/(t?nin - t:(nin) (33)
Where’ t% = max (|t; o tL| ’ |t§/ - tlz| ’ |t§€ - tlz ); t;knin is

the final convergence value of minimum time after iterated,
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051 —— p"atOthiter —— p* at10-thiter

——> @max at O-th iter — amax at 10-th iter

-3.0
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
Time [s]

-20 -15

x [m]

-1.0 -05 0.0

(@ (b)

Fig. 3. (a) p* regarding to different amax (dashed line regarding to the
initial amax = [5.774,5.774,5.774]T (m/s?) ; solid line regarding to
the decomposed amax = [9.028,2.225,3.612]7 (m/s2) ); (b) convergence
diagram of the direction of amax and regarding p* as the number of
decomposition iteration increases (demonstrated in the z-o-y plane; grey lines
regarding 1-th ~ 9-th iteration).

defined by ; ol , quantifies the ratio of differential arrival
times among the three directions at the i-th iteration, normal-
ized by t. Thus, the pi s = 0 when the multi-rotor can arrive
at the target state in the three directions simultaneously. p;
quantifies the optimization ratio of the minimum time at ¢-
th iteration. Thus, the pimm = 1 when the multi-rotor can
arrive at the target state in the shortest time. As the number
of decomposition iteration increases, the mean and standard
deviation of py, and py, . of the test dates are shown in Fig[d]
As shown in Fig[] for any pair of initial and target states, the
pt+s converges to 0 and p; . converges to 1 at about 10-th
iteration.

1.0 1.0
0.8 A F o8
0.6 1 F 0.6

& £
0.4 1 1 F 0.4
0.2 1 F 0.2
0.0 1 0.0

2 4 6 8 10 12 14

Iterations

Fig. 4. The mean and standard deviation of pt; and p¢, . of the thrust limit
decomposition obtained over 1000 pairs of random data.

B. Flight experiments

The platform used in the flight experiments is a hex-rotor,
and its total mass and arm length are 2.4kg and 0.275m,
respectively. The hex-rotor is equipped with a PX4FMU flight
computer, in which the attitude controller and state estimator
are running. The onboard computer used to run the GTOMPC
controller is NVIDIA Jetson NX. In the onboard computer,
the ROS is used as a communication software framework
for different application nodes. The QP solver used in the
GTOMPC controller is OSQP EI The experiments have been
conducted outdoors.

We design a no-reset to no-reset flight task to wvali-
date that the proposed methods can control the multi-rotor

Thttps://osqp.org

(a
6.00 6.00
4 Vo
8 5.75 5.75
5.50 5.50
525 [525E
—_ '~ N
£ o 4
> 5.00 5 5.00 =
=
e o
4.75 4.75
4.50 4.50
Ve
T T T T T T T 4.25 425
4 6 8 10 12 14 16
X [m]
(b)

Fig. 5. The hex-rotor is controlled by the proposed method to fly from a line
trajectory to switch into a circular trajectory.

flight with time-optimal performance. The no-reset to no-
reset flight task is to control the hex-rotor flight from a
line trajectory switch into a circular trajectory, as shown
in Figls| The line trajectory starts at position [4,4,4]7 (m)
and ends at position [7,7,4]7(m), and with a constant ve-
locity [1,1,0]7(m/s). The circular trajectory is: p(t) =
[14+ 2 cos(nt — 37), 2sin(Lnt — 37),6]" (m). Thus, the
start and final state of the no-reset to no-reset flight task
are: py = [7,7,47(m), vo = [1,1,0]7(m/s) and p; =
[12.516,—1.446,6]" (m), v; = [0.888,—0.888,0]7(m/s),
respectively. The main parameters of the GTOMPC controller
are listed in Table [

TABLE I
PARAMS OF GTOMPC CONTROLLER

Symbol Description Value
fmax/m — g Thrust limit 5m/s?

0 Zero-order proximity weight 1

p1 First-order proximity weight 0.5
At Discretized time step size 0.05s

Np Prediction step 30
Jmax Maximum jerk 5m/ $3

In the flight experiments, the proposed GTOMPC method
is compared with decoupled time-optimal trajectory planning
(DTOTP) method in which the dynamics are decoupled di-
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rectly and the acceleration maximum of each axis has the

control scheme the hex-rotor can complete the no-reset to
same constant value 1%, The experimental results are shown

no-reset task with better time-optimal performance than the

in Fig6]

= =~
== ==

— GToMPC |
-~ DTOTP

x [m]
-
o
\\

GTOMPC
DTOTP

y [m]

— GTOMPC |
—— DTOTP

10.0 125 15.0 17.5

Time [s]

(a)

0.5 3.0 5.0 7.07.9 20.0

— GTOMPC
--- DTOTP
e

—— GTOMPC
--- DTOTP

= % —— GTOMPC
NE i ) n --- DTOTP
K
S
o

0.5 3.0 5.0 7.079 10.0

Time [s]

(b)

Fig. 6. Flight performance comparison in the no-reset to no-reset task (the
GTOMPC completed the task in ¢t = 3.0s-7.0s and the DTOTP completed
the in ¢ = 3.0s-7.9s): (a) position; (b) desired acceleration.

125 15.0 17.5 20.0

As shown in Figl6al the hex-rotor using the proposed
GTOMPC method can complete the no-reset to no-reset task
with about 4s, which is faster than it using DTOTP method
(about 4.9s). As shown in Fig@ with the thrust limit de-
composition, more thrust is decomposed into the = and y axis
directions which is the reason why the GTOMPC has better
time-optimal performance than DTOTP. The GTOMPC is a
linear MPC and the thrust decomposition can be completed
at about 10-th iteration, so the GTOMPC can be solved
efficiently.

V. CONCLUSION

Focusing on the time-optimal problem of the multi-rotor,
this paper proposed a thrust limit optimal decomposition
method and a GTOMPC control scheme. The thrust limit
optimal decomposition method can decouple the dynamics by
decomposing the thrust limit into three directions, reasonably.
The GTOMPC can convert the time-optimal control problem
into a linear MPC problem with a time-optimal guidance
trajectory, which is got after the thrust limit decomposed.
Experimental results show that the proposed method can
decompose the thrust limit efficiently, and with the GTOMPC

decoupled time-optimal trajectory planning method.
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