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An essential quantity in quantum information theory is the von Neumann entropy which depends
entirely on the quantum density operator. Once known, the density operator reveals the statistics
of observables in a quantum process, and the corresponding von Neumann Entropy yields the full
information content. However, the state, or density operator, of a given system may be unknown.
Quantum state observers have been proposed to infer the unknown state of a quantum system.
In this note, we show (i) that the von Neumann entropy of the state estimate produced by our
quantum state observer is exponentially convergent to that of the system’s true state, and (ii) the
relative entropy between the system and observer’s state converges exponentially to zero as long as

the system starts in a full-rank state.

I. INTRODUCTION:

Quantum probability theory [IH3] predicts the behav-
ior of many physical systems with unprecedented accu-
racy. When modelling such systems, it is important to
be able to characterize their statistical properties. The
fundamental element of quantum statistical mechanics
is the density operator. Omnce determined, this oper-
ator reveals the statistics of quantum observables in a
dynamical quantum system. This note concentrates on
the inference of the density operator for a generic closed
quantum system described by a Liouville-von Neumann
master equation. Prior work on linear observers for quan-
tum systems was done in [4]. Developments in quantum
measurement and the quantum Kalman filter appear in
[5, 6] with theoretical issues and foundations in [7]. Lin-
ear observability of quantum systems was studied in [§].
Clouatré and Balas et al. give a full characterization of
the linear observability of closed quantum systems with
positive operator-valued measure (POVM) output in [9]
and provide a canonical quantum state observer. Since
the original work of [4], the Hilbert metric projection of
a square matrix onto the set of quantum density oper-
ators has been studied. In particular, it can be paired
with a linear quantum state observer to produce an ex-
ponentially convergent nonlinear observer which ensures
the observer’s state is a valid quantum density operator.
Recently [I0] derived a closed-form solution of the met-
ric projection making said nonlinear observers realizable.
Now that these types of observers have been unlocked,
questions regarding quantum information theoretic prop-
erties of the quantum state observer should be studied.
Specifically, what quantities of information can be effi-
ciently estimated for a quantum system in an unknown
state? Answering this question could lead to additional
practical uses of quantum state observers in quantum
networks and quantum metrology which rely heavily on
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information-theoretic ideas [I1], [I2]. There are numerous
quantum information-theoretic quantities, e.g. the von
Neumann entropy, quantum relative entropy, and quan-
tum Fisher information.

In this note, we study the von Neumann entropy in
the context of quantum state observers. In particular,
we show that the von Neumann entropy of the observer’s
state always converges exponentially to the entropy of
the system’s state. We also study the quantum relative
entropy. While there are cases where one may not ex-
pect the quantum relative entropy to converge, we show
under reasonable assumptions (namely that the system
starts in a full-rank state) that the quantum relative
entropy between the observer’s state and the system’s
state converges exponentially to zero; this means that
the two states become indistinguishable. Proof of these
facts rely on logarithmic inequalities like those developed
by Fannes [13].

II. QUANTUM STATE OBSERVERS

Linear quantum state observers are used to estimate
the state of a quantum dynamical system of the form

o= —1[H, o 1)
where g € C4*4 is the state of the system, d is the dimen-
sion of the system, H € C%*? is the system Hamiltonian,
[A, B] is the commutator of A and B, and ¢ £ /—1.
The state @ belongs to the set S = {o € C™*? : tr (o) =
1, 0 = o', o 3= 0} of valid density operators. If the ini-
tial (unknown) state of the system is go = 0(0), the goal
of a quantum state observer is to produce a estimate g(t)
which converges to the true state over time:

lim [o(t) — o(®)]| =0 (2)

t—o0

where ||-|| is the Hilbert-Schmidt norm on C4*¢. This es-
timate is generated using a set of measurement statistics



that are obtained over numerous experiments. The mea-
surement statistics are summarized via a vector y € RVm
given by

= | 3)
tr (M, o(t))

where Ny, is the number of measurement statistics and
{M; };V:"‘l C C?*4 are observables.

The first question to ask is whether the observer’s task
is feasible. This is certainly the case if the system is lin-
early observable [14, sec. 14]. If the observables {M; }j\[:l
form a POVM, then the linear observability problem re-
duces to that of Clouatré et al. [9] and the observability
can be easily tested using the dynamics in the form of .
Remark 1. As remarked in [9], without additional con-
siderations for measurement back-action, the output y(t)
may not be obtained over any continuous interval due
to the nature of obtaining measurement statistics from
a quantum system. However, the observer may be dis-
cretized (sampled [I5, pg. 116]) to obtain an exponen-
tially convergent discrete time observer. Developing the-
ory in continuous time allows one to determine the limits
of the theory.

Denote the vectorization of the density operator as
2
x = vec{g} € C?, which is a natural isometry between

the Hilbert spaces C? and Cdxd equipped with their
canonical inner products. The dynamics of the vector-
ized system can now be efficiently written as

{a’:(t) = Az(t)

y(t) = C () @)

where A is given by
AL w(I®H-H"®I) (5)
and C is given by

vec{ M, }

N vec{ M}t N

Cc= : € Clmx ™, (6)
vec{ My, }

The system is linearly observable if and only if the ob-
servability matrix

(&
CA

2 2., 12
()(147 C) é CA c (Cde xXd
cAr

is of rank d? (i.e., O(A, C) has a trivial nullspace) [15]
pg. 221]. An equivalent definition of observability is the

2

ability to choose K € C4 *Nm such that the matrix (A—
KC) has eigenvalues in any desired location [I6]. The
matrix K is called the observer gain. A linear quantum
state observer dynamically updates its estimate & € c®
of the true state x as follows:

() = Aa(t) + K(y(t) - 9(1)) -
B = Az (7)
y(t) = Cz(t)
Define the observer error to be e(t) = &(t) — x(t). Dif-
ferentiating this expression using and @ reveals the
error dynamics

é(t) = (A — KC)e(t). (8)

If one chooses K such that all of the eigenvalues of (A —
KQC) are in the left-hand side of the complex plane with
real components upper bounded by —A < 0, then the
observer error tends towards zero exponentially, i.e. there
exists an M € R such that

le()ll2 < M e, vt >0. 9)

Letting 9(t) = vec{#(t)} ! and recalling that the vector-

S . . 2
ization operator is an isometry between C% and (CdXd,
one can conclude

lo(t) — o)l = lle(t)]|2 < M e~ (10)

for all ¢ > 0, which achieves the goal of .

Linear observability cannot be achieved with an arbi-
trarily small number of observables. In fact, at least d
observables are required. The following result extends
that of [9] to the case where the measurement statistics
do not come from a POVM.

Theorem 1. If the closed quantum system (A, C) is
linearly observable then Ny, > d.

Proof. The nullspace of A has dimension at least d. Let
v1,V2,...,0q be linearly independent vectors from this
space, and define

A N -
v; £Cv; €C™, j=1,2,...,d.

If N, < d, then the vectors {v; 31:1 are linearly de-

pendent and there exists a set of non-zero coeffecients
{P1,B2,-..,Ba4} such that

d
Z ﬁj ’U;- = 0
j=1

Therefore, v £ Z?Zl Bjv; # 0 is such that Cv = 0 and
CA¥v=0for k=1,2,...,d*> — 1. That is the nullspace
of O(A, C) contains a non-zero vector. The rank of the
observability matrix is then strictly less than d? and the
system is not linearly observable. O



One should note that g(t) is not necessarily a valid
quantum density operator despite converging exponen-
tially fast to an element of the set S. One can rectify this
by letting 6(t) = Ps(a(t)) be the projection of g(t) onto
the set S of valid density operators. Recently, a closed-
form solution for this projection has been presented in the
literature [10]. Because Ps is the Hilbert metric projec-
tion onto a closed convex set, it is non-expansive, i.e. the
projection cannot increase the estimation error. There-
fore, g(t) converges exponentially to the true state o(t)
of the system while also being a valid density:

lo(t) — o)l < lle(t) — e(®)] < Me™™,

Remark 2. The projection Pg is nonlinear since it does
not obey the principle of superposition. For instance, for
two matrices A and B it is never the case that Ps(A +
B) = Ps(A) + Ps(B) since the left side of the equation
has trace one and the right side has trace two. Hence,
the estimate g(t) is actually an exponentially convergent
nonlinear observer despite being based on linear observer
theory.

vt > 0. (11)

IIT. ESTIMATION OF VON NEUMANN &
RELATIVE ENTROPY

Claude Shannon introduced the idea of the entropy [17]
of a random variable: given a random variable x with
(finite) probability distribution

7Pn) = (p(xl)ap(xQ)""vp(xn» (12)

the Shannon entropy is

(P1, P, ...

Q@) =Q(P1,Py,..., Py) £ = pilogpi.  (13)
=1

This entropy can be seen as both the average informa-
tion gain when we learn the value of x, and, the average
amount of uncertainty before we learn the value of . The
definition 0log0 £ 0 is used for the value of the entropy
at the origin. Later in [2], von Neumann introduced the
von Neumann quantum entropy

S(e) £ —tr(elog o) (14)

of the density p € S. In this case, S measures the “un-
certainty” of a quantum density operator. A pure state
has entropy zero; however, the entropy of a mixed state
is non-zero since it represents an ensemble of systems in
various states.

Because g is Hermitian, it can be diagonalized by a
unitary @ such that ¢ = QAQ'. Using this fact and
standard properties of the trace and matrix logarithm,
one can show

d
S(0) = S(A) == Alog Ay (15)
k=1

which is also the Shannon entropy

d
Q) == Nelog (16)
k=1

given A = diag{A}. It is known, c.f. [I§], that S(p) is
nonnegative and bounded:

0 < S5() <logd. (17)

Definition 1. A bounded function f : Ry — C%*9 is
said to be essentially exponentially convergent if there
exists a finite time T € (0, 00) and positive constants M
and o such that

If@O)] < Me™?", vt>T.

Using the notation of the previous section, we will
prove the first main result of this note. This result shows
that the nonlinear observer developed from control the-
ory in Section [[T|will also produce an essentially exponen-
tially convergent estimate of the von Neumann entropy
of g. The proof of Theorem [2 will follow the presentation
of two lemmas necessary for the proof.

Theorem 2. Let o(t) be the density estimate produced by
the quantum state observer described in the prior section.
If the observer gain K has been designed such that the
observer error is bounded by the exponential rate Me=°t,
then the von Neumann entropy of the estimated state o(t)
is essentially exponentially convergent to that of the true

state Q.

Lemma 1 (Fannes’ Inequality, [I3, 19]). If 0,0 € S

satisfy € = |lo — oy < L, where || - ||y is the trace norm,
then

|S(@) — S(o)| < elogd — eloge. (18)

Lemma 2. Lete >0 anda 21— % For all t > 0, the
following inequality holds

te™ ¢ < %ef‘“t. (19)
This inequality is tight with equality holding when t =
1
e(l—a)"

Proof. Note that the inequality trivially holds when ¢ =
0. Hence, let ¢ > 0. The inequality in question holds if
and only if the inequality

pe H < e

holds with 1 £ et > 0. However, this inequality is equiv-
alent to

1< le(l—a)#
1
_ (=9 q-ap
(1—a)p

ew

= (1-a)— (20)



where # 2 (1 — a)u. The function f(z) = % on the do-
main (0,00) is convex. Therefore, when f/(z) = 0 then
f(x) is minimized. This occurs for x = 1. Thus
holds when (1 —a) > 1, which is assumed in the state-
ment of the lemma. Therefore inequality is true.
Equality holds when t = E(l%a) O
Proof of Theorem[3 Recall that for any matrix A €
C?*4 the trace norm ||A||; and Hilbert-Schmidt norm
| Al satisfy the inequality || Al|; < v/d||A|. By assump-
tion of the theorem, the error dynamics of the observer
are exponentially convergent. Therefore e(t) = ||o(t) —

o)1 < VdMe=t. Accordingly, for T = M the

inequality VdMe ot < 1 /e holds true for all t > T Past
that point in time, Fannes’ inequality holds:

15(e) — S(0)] < e(t)log(d) — e(t) log(e(t))-

Note that the function g(z) £ —xlogz is increasing
on (0, é) Thus the convergence hypothesis pairs with
Fannes’ inequality to give

15(e) = S(2)|

IA

log(d)VdMe=*

—VdMe 1og(\/&Me—“t)
log(d)VdMe™

—VdM (log (\/&M) - Ut) e,

Using Lemma [2]
1S(e) — S(8)| < log(d)VdMe !
N —

This proves the theorem. O

Von Neumann also defined the relative entropy of two
quantum densities:

0 < S(eollo) £ tr(elog o — elog o). (21)

This relative entropy is also the distinguishability be-
tween @ and o: when S(g||lo) = 0, the two densities
are identical [I9, ch. 11.3]. Moreover, the relative en-
tropy is unbounded. That is S(g|lo) — +oo is allowed.
This happens, for instance, when the kernel of o is not
contained within that of @. Thus, in general, we should
not hope for convergence of the relative entropy. This is
elucidated in the following.

Remark 3. Consider the stationary density o = [0)0]
alongside the time-dependent density

o(t) & F ‘Oeft (_’t} .

(&

Note that o (t) — g exponentially as t — co. However, at
any finite time ¢ € (0, 00) the relative entropy S(o| @) =
+o00. This example shows that convergence of the relative
entropy is a strictly stronger condition than convergence
in the Hilbert-Schmidt norm.

Despite this example, under appropriate assumptions,
we can prove that the relative entropy is convergent. The
second main result of this section is presented below.

Theorem 3. Suppose that 9(0) is positive definite. Un-
der the same hypothesis of Theorem [2, the relative en-
tropy |S(0]|0)| is essentially exponentially convergent.

Proof. Given [S(@[e)| = |tr (¢log ) — tr (@log ) |,

|S(elle)| = [tr (olog @) + S(e) — S(e) —tr(dlog o) |
< |S(e) — S(0)| + |tr ((e — @)log o) |-
—_— ———

(e—8,log 0)tr

Using the Cauchy—Schwarz inequality,
1S(elle)] < [S(e) — S(@) +Ile —all - [log of-

Note that o(t) = U(t)e(0)U(t)" where U(t) £ e *H! is
unitary. Applying the definition of the matrix logarithm,

log o(t) = U(t) log(e(0)) U(t)".

Combining this equation with the unitary invariance
of the Hilbert-Schmidt norm on C%*¢, we see that
llogo(®)|| = ||loge(0)| for all ¢ > 0. Since o(0) is
assumed to be positive definite D = | log @(0)| < oo.
Therefore

S(alle) < 15(e) - S(@)| + Dlje — ell

Theorem [2| proved that |S(g) — S(8)] is essentially ex-
ponentially convergent. Hence S(g]|@) is the sum of an
essentially exponentially convergent term and an expo-
nentially convergent term. Therefore S(g| @) is itself es-
sentially exponentially convergent.

Theorem [3] shows that the quantum state observer de-
veloped in Section [[T] will also produce essentially expo-
nential convergence of the relative entropy to zero as long
as 9(0) is full-rank. One would imagine the rank con-
dition is satisfied quite often in nature; however, it is
an interesting open research problem to study if this as-
sumption can be relaxed.

A. Example: A laser-driven atom

A numerical example will now be presented to illus-
trate the results developed in this note. Consider a
laser-driven atom governed by the Liouville-von Neu-
mann equation with Hamiltonian

o EO w
m= |25

where Fy, E1 € R are its energy eigenvalues and w € C
is the (constant) driving frequency. Assume Ey = —0.5,
E; = 0.5, and w = 3. The output y(t) will consist of
the expected value of the projective measurements onto
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FIG. 1: (a) shows the entropy S(@) estimated using a quantum state observer converging to that of the system S(p)
as the observer’s error converges to zero. (b) shows the relative entropy S(9||@) converging to zero as ||@ — 9||
converges to zero.

the eigenstates of the undriven Hamiltonian: [0)0| and
[1)(1]. After vectorizing the master equation, one will find
that the Kalman observability matrix O(A, C) has rank
4. Thus the system is linearly observable. The observer
gain K = CT will be used, which ensures the exponential
stability of the observer error dynamics. The system and
observer are initiated in the states

A f025 0 4 a200
0=1 0 o075 M9 Q=g 1|

Figure[I]plots the results of this numerical experiment. In
Figure [Th, one can see that the von Neumann entropy of
the estimated state @ converges to that of the true state
o as guaranteed by Theorem 2] In Figure [Ip, one can
see that the relative entropy S(9||@) converges exponen-
tially to zero as the normed estimation error converges
exponentially to zero. This is when the quantum states

o and 9 become indistinguishable. This was guaranteed
by Theorem [3] since gg is full-rank.

IV. CONCLUSION

A valid quantum state observer is one whose state con-
verges to that of the reference quantum system while also
ensuring that its estimated state is a valid density oper-
ator. This note showed that when a valid quantum state
observer is used to infer the state of a closed quantum sys-
tem: (i) the entropy of the observer’s state is always es-
sentially exponentially convergent to that of the system’s
state, and (ii) the relative entropy between the observer
and system’s states is essentially exponentially conver-
gent to zero as long as the system starts in a full-rank
state.
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