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Graph Spatio-Spectral Total Variation Model

for Hyperspectral Image Denoising
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Abstract—The spatio-spectral total variation (SSTV) model has
been widely used as an effective regularization of hyperspectral
images (HSI) for various applications such as mixed noise
removal. However, since SSTV computes local spatial differences
uniformly, it is difficult to remove noise while preserving complex
spatial structures with fine edges and textures, especially in situ-
ations of high noise intensity. To solve this problem, we propose a
new TV-type regularization called Graph-SSTV (GSSTV), which
generates a graph explicitly reflecting the spatial structure of the
target HSI from noisy HSIs and incorporates a weighted spatial
difference operator designed based on this graph. Furthermore,
we formulate the mixed noise removal problem as a convex
optimization problem involving GSSTV and develop an efficient
algorithm based on the primal-dual splitting method to solve
this problem. Finally, we demonstrate the effectiveness of GSSTV
compared with existing HSI regularization models through exper-
iments on mixed noise removal. The source code will be available
at https://www.mdi.c.titech.ac.jp/publications/gsstv.

Index Terms—Hyperspectral image, denoising, spatio-spectral
regularization, total variation, graph signal processing.

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) have rich spatial and

spectral information and offer many potential applica-

tions in a wide range of fields, such as agriculture, miner-

alogy, astronomy, and biotechnology [1]–[3]. In the process

of acquiring and transmitting HSIs, various types of noise,

such as thermal noise, quantization noise and shot noise, are

inevitable. Such noise significantly degrades the performance

of subsequent processing, including unmixing [4], [5] and

classification [6]–[9], and so denoising has become an essential

task for hyperspectral imaging [10], [11].

For HSI denoising tasks, the Spatio-Spectral Total Variation

(SSTV) model [12] is known as a powerful regularization ap-

proach that adequately captures the spectral structure of HSIs,

and has been widely used in state-of-the-art HSI denoising

methods [13]–[16]. On the other hand, as spatial regulariza-

tion, SSTV simply evaluates the neighboring differences along

the vertical and horizontal directions, so there is still room for

Manuscript received XXX, XXX; revised XXX XXX, XXX.
This work was supported in part by JST PRESTO under Grant JP-

MJPR21C4, and in part by JSPS KAKENHI under Grant 22H03610,
22H00512, 20H02145, and 18H05413.

S. Takemoto is with the Department of Computer Science, Tokyo
Institute of Technology, Yokohama, 226-8503, Japan (e-mail: take-
moto.s.af@m.titech.ac.jp).

K. Naganuma is with the Department of Computer Science,
Tokyo Institute of Technology, Yokohama, 226-8503, Japan (e-mail:
naganuma.k.aa@m.titech.ac.jp).

S. Ono is with the Department of Computer Science, Tokyo Institute of
Technology, Yokohama, 226-8503, Japan (e-mail: ono@c.titech.ac.jp).

improvement to achieve denoising that preserves the complex

spatial structure of HSIs with mixed edges and textures.

A promising approach to fully capture complex spatial

structures is to construct a graph that reflects the spatial

structure and design regularization models via the graph. In

fact, graph total variation and its generalized models [17]–[21]

and a patch-based graph regularization model [22] constructed

in such a way have achieved high-quality denoising that

preserves detailed spatial structure in applications to natural

image and depth map processing.

Inspired by these graph-based approaches, this paper pro-

poses a mixed noise removal method for HSI using a newly

formulated Graph Spatio-Spectral Total Variation model

(GSSTV). Our main contribution is twofold. The first is the

new formulation of a regularization, namely GSSTV, that can

adequately capture both the spatial and spectral characteristics

of the target HSI. GSSTV consists of integrating SSTV with a

weighted spatial difference operator defined using a graph that

explicitly reflects the spatial structure of the target HSI (called

the spatial graph). In doing so, we also propose a method to

robustly construct a spatial graph from a given noisy observed

HSI. The second is the formulation of the mixed noise re-

moval problem as a constrained convex optimization problem

involving GSSTV and the construction of an algorithm for

solving this problem based on a primal-dual splitting method

[23]. In the proposed formulation, terms other than the GSSTV,

such as a data fidelity term, are written as convex constraints

rather than as part of the objective function, which greatly

simplifies parameter adjustment. In addition, the proposed

algorithm does not require matrix inversion, singular value

decomposition, etc., and thus can compute the optimal solution

(= the restored HSI) efficiently. Finally, we demonstrate the

effectiveness of the proposed method by comparing it with

several existing HSI regularization models, including SSTV,

through experiments of mixed noise removal.

II. PRELIMINARIES

A. Notations

Throughout this paper, we denote vectors and matrices by

the boldface lowercase letters (e.g., x) and boldface capital

letters (e.g., X), respectively. For a vectorized matrix data

x ∈ R
N1N2 , the value of the location (i, j) is denoted by [x]i,j .

For cube data X ∈ R
N1×N2×N3 , let the vectorized kth frontal

slices of X be vec(Xk), then its vectorized form of X is de-

fined as x =
(
vec(X1)

⊤ · · · vec(XN3
)⊤

)⊤
∈ R

N1N2N3 .

We denotes the number N1N2N3 of cube data elements to N .

Similar to the matrix case, the value of the vectorized cube
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data x of the location (i, j, k) is denoted by [x]i,j,k . The ℓ1-

norm, the ℓ2-norm, and the signum function are denoted by

‖ · ‖1, ‖ · ‖2, and sgn(·), respectively.

B. Spatio-Spectral Total Variation (SSTV) [12]

For the vecterized cube data u ∈ R
N , SSTV is defined as

SSTV(u) := ‖DvDbu‖1 + ‖DhDbu‖1, (1)

where Dh ∈ R
N×N , Dv ∈ R

N×N , and Db ∈ R
N×N are

the forward difference operators in the horizontal, vertical,

and spectral directions, and the boundary condition is the

Neumann boundary condition. SSTV does not simply evaluate

the spatial differences but also evaluates the spatial differences

multiplying by the spectral difference operator. Therefore,

SSTV can remove noise in HSI well while retaining the

consistent spatio-spectral structure.

C. Graph-Based Weighted Spatial Difference Operator [24]

For a given grayscale guide image denoted by x ∈ R
N1N2 ,

we consider to construct a weighted graph G(x, E ,W) with

edges ep,q ∈ E (p and q are indices of pixels (1 ≤ p < q ≤
N1N2)). The weight matrix W ∈ R

|E|×|E| (|E| is the number

of edges) is a diagonal matrix whose entries are the weights

wep,q ∈ (0, 1] assigned to the edges ep,q, defined as

wep,q := exp (−σ−1
l ‖lp − lq‖2) exp (−σ

−1
x |xp − xq |), (2)

where lp is the location of pixel p on the 2-D image grid, and

σl and σx are parameters. The value of wep,q is large as the

correlation between xp and xq is higher.

We also introduce the incidence matrix D ∈ R
|E|×N1N2 for

a graph G as follows: each entry of D is defined by Dep,q ,k :=
−1, if p = k; 1, if q = k; and 0, otherwise. Thus, WD is the

weighted spatial difference operator defined via the graph G.

III. PROPOSED METHOD

A. Graph Spatio-Spectral Total Variation

This section is devoted to establishing GSSTV, where

the spatial difference operator of SSTV is replaced by the

weighted spatial difference operator defined via the graph

constructed from a guide image.

Since we only have a noisy HSI in real situations, we

generate the guide image by averaging all the bands of the

noise HSI along the spectral direction. Specifically, for a given

HSI x ∈ R
N , the guide image x′ ∈ R

N1N2 is computed by

[x′]i,j :=
1
N3

∑N3

k=1
[x]i,j,k. (3)

This process yields a grayscale image that has the same spatial

structure of the target HSI with noise attenuation.

Therefore, we construct a spatial graph G using the

grayscale image as a guide image, and define a weighted spa-

tial difference operator WD via this graph using the procedure

described in Sec. II-C. Here, the number of connectable pixels

is limited to eight neighborhoods to prevent the number of

edges from exploding and increasing the computational cost.

The flow of the guide image generation and graph construction

is shown in Fig. 1.

Fig. 1. Guide image generation and graph construction.

Fig. 2. Design of the proposed GSSTV.

Finally, our GSSTV is given as follows:

GSSTVG(x′,E,W)(u) := ‖DGDbu‖1, (4)

where

DG = diag(

N3

︷ ︸︸ ︷

WD, . . . ,WD). (5)

The design of GSSTV is detailed in Fig. 2.

In the above definition of GSSTV, applying DGDb to an

HSI data u is equivalent to first performing sparsification

based on spectral correlation via spectral differencing, and then

performing sparsification based on spatial structure via graph-

based weighted spatial differencing. Thus, we can say that

taking the ℓ1 norm of DGDbu is a reasonable regularization

model that exploits both the spatial and spectral structures of

the target HSI. Since Eq. (5) is obviously a lower semicon-

tinuous convex function over R
|E|N (i.e. DGDbu) , we can

solve it using the convex optimization technique.

B. Problem Formulation

Consider that an observed hyperspectral image (of size N1×
N2 ×N3) v ∈ R

N is modeled by

v = ū+ s̄+ n, (6)

where ū, s̄, and n represent a true hyperspectral image of

interest, a sparsely distributed noise such as outliers, and a

random noise, respectively. Based on above observation model,

the GSSTV-regularized denoising problem is formulated as a

convex optimization problem with the following form:

min
u,s∈RN

GSSTVG(v′,E,W)(u) s.t.







u+ s ∈ Bv
2,ε,

s ∈ B1,η,

u ∈ Rµ,µ̄,

(7)

where

Bv
2,ε := {z ∈ R

N | ‖z− v‖2 ≤ ε}, (8)

B1,η := {z ∈ R
N | ‖z‖1 ≤ η}, (9)

Rµ,µ̄ := {z ∈ R
N | µ ≤ zi ≤ µ̄ (i = 1, . . . , N)}. (10)

The first constraint serves as data-fidelity with the v-centered

ℓ2 ball with the radius ε > 0. The second constraint charac-

terizes sparse noise the zero-centered ℓ1 ball with the radius
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η > 0. Using such a data-fidelity constraint instead of an addi-

tive data-fidelity term makes it easy to adjust hyperparameters

since ε and η can be determined based only on noise intensity

(independent of the other terms in the objective function), as

addressed, for example, in [25]–[28]. The third constraint is

a box constraint with µ < µ̄ which represents the dynamic

range of u.

C. Optimization

We use a primal-dual splitting method (PDS) [23] to solve

Prob. (7). PDS can solve the following optimization problem:

min
x∈RK ,y∈RM

f1(x) + f2(y) s.t. y = Ax, (11)

where f1 and f2 are proximable convex functions1, x ∈ R
K

is the primal variable, representing the objective variable, y ∈
R

M is the dual variable, serving as the auxiliary variable to aid

in optimization, and A ∈ R
M×K is the matrix that describes

the relation between the two variables.

The algorithm is given by

x(t+1) = proxγ1f1
[x(t) − γ1(A

⊤y(t))], (12)

y(t+1) = proxγ2f
∗

2

[y(t) − γ2A
(
2x(t+1) − x(t)

)
], (13)

where f∗
2 the Fenchel–Rockafellar conjugate function2 of f2,

and stepsizes γ1, γ2 > 0 satisfy γ1γ2λ1(A
⊤A) < 1 (λ1(·)

stands for the maximum eigenvalue of (·) ). Under some mild

conditions on f1, f2, and A, the sequence (x(t))t∈N converges

to an optimal solution of Prob. (11).

Using the indicator functions3 of Bv
2,ε, B1,η, and Rµ,µ̄, we

can rewrite Prob. (7) into the equivalent form:

min
u,s∈RN

‖DGDbu‖1+ιBv

2,ε
(u+s)+ιB1,η

(s)+ιRµ,µ̄
(u). (14)

Now, let x := (u⊤ s⊤)⊤ and y := (y⊤
1 y⊤

2 )
⊤ with y1,y2 ∈

R
N . Then, by defining f1(x) := ιRµ,µ̄

(u)+ιB1,η
(s), f2(y) :=

‖y1‖1 + ιBv

2,ε
(y2), and

A :=

(
DGDb O

I I

)

, (15)

Prob. (14) is reduced to Prob. (11), where the variables in each

term are fully decoupled. This facilitates the computation of

the proximity operators when solving the problem by PDS,

namely, the proximity operators of f1 and f2 are decomposed

into those of each term.

The specific calculations of each proximity operator are

explained below. The proximity operators of ιRµ,µ̄
, ιBv

2,ε
, and

ιB1,η
are equivalent to the projections onto each convex set.

The projection onto Rµ,µ̄ can be computed by pushing values

outside [µ, µ̄] into this interval. The projection onto Bv
2,ε is

computed, for z /∈ Bv
2,ε by v + ε(z−v)

‖z−v‖2

. The projection onto

1The proximity operator of index γ > 0 of a proper lower semicontinuous
convex function f is defined by proxγf (x) := argminy f(y) + 1

2γ
‖x −

y‖2
2

. If the proximity operators of f is computable, we call f proximable.
2The Fenchel–Rockafellar conjugate function of f is defined by f∗(ξ) :=

sup
x∈RK {〈x, ξ〉 − f(x)}. The proximity operator of f∗ can be expressed

as proxγf∗ (x) = x− γproxγ−1f (γ
−1

x).
3The indicator function of a closed convex set C is defined by ιC(x) := 0,

if x ∈ C; ∞, otherwise.

Algorithm 1 PDS-based algorithm for solving (7)

Input: u(0), s(0),y
(0)
i (i = 1, 2)

Output: u(t)

1: while A stoping criterion is not satisfied do

2: u(t+1) = proxγ1ιRµ,µ̄
(u(t) − γ1(D

⊤
b D

⊤
G y

(t)
1 + y

(t)
2 ));

3: s(t+1) = proxγ1ιB1,η
(s(t) − γ1y

(t)
2 );

4: y
(t)
1 ← y

(t)
1 + γ2(DGDb(2u

(t+1) − u(t)));

5: y
(t)
2 ← y

(t)
2 + γ2(2u

(t+1) − u(t) + 2s(t+1) − s(t));

6: y
(t+1)
1 = y

(t)
1 − γ2proxγ−1

2
‖·‖1

(γ−1
2 y

(t)
1 );

7: y
(t+1)
2 = y

(t)
2 − γ2proxγ−1

2
ιBv

2,ε

(γ−1
2 y

(t)
2 );

8: t← t+ 1;

9: end while

B1,η can be efficiently computed by the ℓ1 ball projection

algorithm [29]. The proximity operator of the ℓ1 norm is given

by the well-known soft-thresholding operation: for each entry

of z ∈ R
N , sgn(zi)max {0, |zi| − γ}.

We show the detailed algorithm based on PDS in Algo-

rithm 1. For the computational complexity, lines 2, 4, 5, 6,

and 7 are O(N). This is due to the fact that the computation

of the difference operators, the metric projection onto the ℓ2
ball, the metric projection onto the box constraint, and the soft-

thresholding process are each O(N). Note that the computa-

tional complexity of the weighted spatial difference operator

DG is O(N), since the edges of the spatial graph generated

from the guide image are only stretched to neighboring pixels.

On the other hand, line 3 is O(N logN) computation. This

is due to the projection onto the ℓ1 ball. Thus, the overall

complexity of one iteration of Alg. 1 is O(N logN).

IV. EXPERIMENTS

To demonstrate the effectiveness of GSSTV, we con-

ducted mixed noise removal experiments, where we compare

GSSTV with TV-based methods: Hyperspectral Total vari-

ation (HTV) [30], Graph Total Variation (GTV) [18], and

SSTV [12]; tensor-based methods: Decomposable Nonlocal

Tensor Dictionary Learning (TDL) [31] and Intrinsic Tensor

Sparsity Regularization (ITSReg) [32]; and a TV-tensor hybrid

method: Total Variation-regularized Low-Rank Tensor Decom-

position (LRTDTV) [33]. Here, GTV evaluates the ℓ1 norm of

weighted spatial differences based on the same spatial graph as

GSSTV for all bands. We used Beltsville from SpecTIR [34]

and Pavia from GIC [35] as ground-truth HSIs. The Beltsville

image is cropped to a size of 64×64×128 and the Pavia image

to 64× 64× 102 and the pixel values are normalized to [0, 1].
The ground-truth images were contaminated by additive white

Gaussian noise n and salt-and-paper sparse noise s, where we

set the standard deviation of Gaussian noise to 0.05 or 0.1,

and the ratio of salt-and-pepper noise to 0.05.

For a fair comparison, the TV-based methods, HTV, GTV,

and SSTV, were replaced with GSSTV in (7), respectively,

and we solve each problem by PDS. For TDL, ITSReg,

and LRTDTV, we used the implementations published by

the authors of each paper. The parameters ε in (8) and

η (9) were set to the oracle values in every method, i.e.,
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TABLE I
MPSNRS AND MSSIMS OF ALL DENOISING RESULTS.

Image (σ, sp) HTV [30] GTV [18] SSTV [12] TDL [31] ITSReg [32] LRTDTV [33] GSSTV LRTDTV+GSSTV

Beltsville (0.05, 0.05) MPSNR 30.41 29.81 32.69 21.07 31.71 38.58 36.05 39.59
MSSIM 0.7935 0.7650 0.8818 0.7854 0.8715 0.9621 0.9216 0.9649

(0.1, 0.05) MPSNR 26.92 25.84 26.70 20.76 31.04 35.12 32.06 34.60
MSSIM 0.6084 0.5680 0.6960 0.7402 0.8525 0.9233 0.8410 0.9650

Pavia (0.05, 0.05) MPSNR 27.24 26.97 31.71 20.55 29.89 35.43 36.19 36.97
MSSIM 0.8198 0.7906 0.9258 0.8514 0.8969 0.9540 0.9537 0.9604

(0.1, 0.05) MPSNR 24.05 23.48 26.13 20.32 29.12 32.12 31.96 32.90
MSSIM 0.6473 0.6006 0.8193 0.8348 0.8795 0.9195 0.9157 0.9233

MPSNR 17.06 30.41 29.81 32.69 21.07 31.71 38.58 36.05 39.59

MSSIM 0.2982 0.7935 0.7650 0.8818 0.7854 0.8715 0.9621 0.9216 0.9649

MPSNR 15.78 24.05 23.48 26.13 20.32 29.12 32.12 31.96 32.90

MSSIM 0.3627 0.6473 0.6006 0.8193 0.8348 0.8795 0.9195 0.9157 0.9233

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

Fig. 3. Denoising results. The top is the results on Beltsville with σ = 0.05, sp = 0.05 and the bottom is the results on Pavia with σ = 0.1, sp = 0.05.
(a) Ground-truth. (b) Observed noisy image. (c) HTV. (d) GTV. (e) SSTV. (f) TDL. (g) ITSReg. (h) LRTDTV. (i) GSSTV (Ours). (j) LRTDTV+GSSTV

ε = ‖n‖2 and η = ‖s̄‖1. We set the stopping criteria of

Alg. 1 to ‖u(n+1) − u(n)‖2/‖u
(n)‖2 < 1.0 × 10−4. The

stepsizes γ1 and γ2 were fixed as 0.1 and 1/(1800γ1) in

Alg. 1, which satisfy γ1γ2λ1(A
⊤A) < 1. The parameters

σl and σx for the weights of the graph were experimentally

adjusted to achieve good results. For quality measures, we

employed the mean peak signal-to-noise ratio (MPSNR) [dB]:
1
N3

∑N3

k=1 10 log10(N1N2/‖uk − ūk‖
2
2) , and the mean struc-

tural similarity index (MSSIM) [36]: 1
N3

∑N3

k=1 SSIM(uk, ūk),
where uk is the kth band of u.

Table I shows MPSNRs [dB] and MSSIMs of all denoising

results by each method. Our GSSTV achieves better restora-

tion than all the TV-based methods, HTV, GTV, and SSTV,

and the tensor-based methods, TDL and ITSReg. On the other

hand, LRTDTV, a hybrid method combining tensor and TV,

show higher performance than GSSTV in most cases. In this

regard, it should be noted that since GSSTV is a TV-based

method, it could be incorporated into hybrid methods such

as LRTDTV to further enhance them. To demonstrate this,

we implemented LRTDTV (LRTDTV+GSSTV), in which the

SSTV term of LRTDTV was replaced by GSSTV. The results

show that LRTDTV+GSSTV has a higher denoising ability

than LRTDTV in most cases, indicating that GSSTV has high

potential as a TV-based regularization.

The top row of Fig. 3 shows the denoising results at

σ = 0.05 and sp = 0.05 in Beltsville, and the bottom row

those at σ = 0.1 and sp = 0.05 in Pavia, with [45, 75, 105] and

[18, 59, 100] bands visualized as color images, respectively.

The image restored by HTV in (c) shows excessive spatial

smoothing and flattening of detailed structures such as edges

and textures. The image restored by GTV in (d), compared to

HTV, restores rough spatial structures such as edges, but all

fine-scale changes are over-smoothed. These can be attributed

to the fact that HTV and GTV do not properly incorporate

spectral correlations. The restored image by SSTV in (e)

preserves more fine structure than the restored image by HTV

or GTV, but the overall contrast is lower than the ground-

truth image. This may be due to the fact that SSTV evaluates

spatial differences uniformly. In images (f) and (g) restored

with the tensor-based methods TDL and ITSReg, edges and

textures are restored to some extent, but the mean pixel values

are significantly off due to spectral distortion, and much noise

remains in the low light bands. On the other hand, as shown

in (i), GSSTV is able to recover a clean HSI from a noisy

observation that preserves edges and textures. Specifically, in

the Beltsville image, the black line component in the upper

half of the image is maintained at the same intensity as the

ground-truth, and in the Pavia image, only the noise is removed

without destroying the small circular structure composed of

green and red in the magnified area. The hybrid method (h),

LRTDTV, is able to remove noise while preserving the detailed

structure. Finally, LRTDTV+GSSTV in (j) recovers a clearer,

higher quality image than any other method.

We measured the execution time [sec] per iteration of each

method using MATLAB (R2022a) on a Windows 10 computer

with an Intel Core i9-10900 3.7GHz processor, 32GB RAM,

and an NVIDIA GeForce RTX 3090. For HTV, GTV, SSTV,

TDL, ITSReg, LRTDTV, GSSTV, and LRTDTV+GSSTV, the

results are 0.0097, 0.0104, 0.0091, 0.1081, 60.0326, 0.1380,

0.0093, and 3.0086, respectively. The results show that GSSTV
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(a) (b)

Fig. 4. (a) MPSNR or MSSIM versus σl . (b) MPSNR or MSSIM versus σx .

is comparable to other TVs in terms of execution efficiency.

We also examined the sensitivity of the edge parameters

(σl, σx) of the spatial graph in the proposed method. Fig. 4

shows the change in MPSNR and MSSIM of the restored HSI

when σl or σx is changed. As can be seen from these plots,

when σl is greater than 1 and σx is greater than 0.05, GSSTV

can always achieve high restoration accuracy.

V. CONCLUSION

We have proposed a new HSI regularization model, named

GSSTV, for HSI denoising. GSSTV is designed by incorpo-

rating a graph-based weighted spatial difference operator into

SSTV, leading to a powerful regularization model that fully

captures the spatio-spectral structure of the target HSI. HSI de-

noising using GSSTV is formulated as a convex optimization

problem and is efficiently solved by PDS. The experimental

results on mixed noise removal illustrate the advantage of

GSSTV over existing HSI denoising methods.
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