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Rotated Object Detection via Scale-invariant  
Mahalanobis Distance in Aerial Images 

 

Siyang Wen, Wei Guo, Yi Liu and Ruijie Wu  

Abstract—Rotated object detection in aerial images is a mean-
ingful yet challenging task as objects are densely arranged and 
have arbitrary orientations. The eight-parameter (coordinates of 
box vectors) methods in rotated object detection usually use ln-
norm losses (L1 loss, L2 loss, and smooth L1 loss) as loss functions. 
As ln-norm losses are mainly based on non-scale-invariant Min-
kowski distance, using ln-norm losses will lead to inconsistency 
with the detection metric rotational Intersection-over-Union (IoU) 
and training instability. To address the problems, we use Ma-
halanobis distance to calculate loss between the predicted and the 
target box vertices’ vectors, proposing a new loss function called 
Mahalanobis Distance Loss (MDL) for eight-parameter rotated 
object detection. As Mahalanobis distance is scale-invariant, MDL 
is more consistent with detection metric and more stable during 
training than ln-norm losses. To alleviate the problem of boundary 
discontinuity like all other eight-parameter methods, we further 
take the minimum loss value to make MDL continuous at bound-
ary cases. We achieve state-of-art performance on DOTA-v1.0 
with the proposed method MDL. Furthermore, compared to the 
experiment that uses smooth L1 loss, we find that MDL performs 
better in rotated object detection. 

Index Terms—Aerial images, Mahalanobis distance, Rotated 
object detection 

I. INTRODUCTION 

BJECT detection in remote sensing has a wide range of 
applications in city planning, disaster rescue, and mil-
itary filed, which has been developing rapidly nowa-

days [1], [2]. Different from detecting horizontal objects in gen-
eral images, object detection in aerial images focuses more on 
objects’ orientations as objects are densely arranged and have 
arbitrary orientations. Therefore, rotated object detection now 
is applied to aerial images for high-precision detection. 

Rotated object detection originates from horizontal object 
detection and uses the same frameworks but requires some 
changes due to the extra property orientation. Horizontal object 
detection generally uses the coordinates of center, height and 
width to represent horizontal boxes, which can easily get the 
Intersection-over-Union (IoU) between the ground truth and the 
predicted box. As the IoU is the way of evaluating predicted 
results and is differentiable, IoU loss [3] (calculated by 1-IoU)  
and its improved methods (e.g., GIoU loss [4] and DIoU loss 
[5]) are widely used as loss functions. However, the same idea 
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doesn’t work in rotated object detection as the rotational IoU 
(aka., SkewIoU) is much more complex and is not differentia-
ble. Therefore, ln-norm losses (L1 loss, L2 loss and smooth L1 
loss [6]) mainly based on Minkowski distance are frequently 
used when regressing rotated box parameters.  

There are usually two ways to describe the oriented bounding 
box (OBB) of a target object: (i) the coordinates of center, 
width, height and angle of the box (five parameters) (ii) the co-
ordinates of box vectors (eight parameters) [7]. When using ln-
norm losses for the regression of five parameters, prediction ac-
curacy may get hurt as the orientation is in the measurement 
system different from others and slight deviation will cause a 
drastic change in SkewIoU. As for eight-parameter methods, 
although the coordinates of box vectors have the same unit, it 
can still damage prediction performance to some extent as ln-
norm losses are not scale-invariant. 

 
Fig. 1. Changes of 1-SkewIoU and ln-norm losses when double the scale. 

 
Fig. 1 shows that the values of 1-SkewIoU (same idea as IoU 

loss) keep invariant while ln-norm losses change significantly 
when the heights and widths of the OBBs are doubled. It reveals 
that the scale of the OBB has a great influence on ln-norm 
losses, which exacerbates the inconsistency with the detection 
metric SkewIoU. Moreover, it can also lead to training instabil-
ity as loss fluctuates when the scale varies greatly. As it it very 
common for aerial images to have targets with different scales, 
the impact of these problems cannot be ignored. 

In order to reduce the impact of the above issues, in this paper 
we use Mahalanobis distance [8] to calculate loss between the 
predicted and ground truth box vertices’ vectors. Different from 
Minkowski distance, Mahalanobis distance is scale-invariant as 
it takes into account the correlations of the data. Therefore, our 
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proposed loss function Mahalanobis Distance Loss (MDL) is 
more consistent with the detection metric SkewIoU and more 
stable during training. However, due to angle periodicity, MDL 
still has the boundary discontinuity problem like all other eight-
parameter methods, which can cause loss upsurge when two 
close boxes are on both sides of an axis [7] . To deal with the 
issue, we take the minimum loss value [7] to make MDL con-
tinuous at boundary cases. The effectiveness of MDL is con-
firmed by experiments implemented on DOTA-v1.0 [9]. 

In summary, the contributions of this paper are as below: 
1) We introduce a new loss function called Mahalanobis Dis-

tance Loss (MDL) for eight-parameter rotated object de-
tection. 

2) MDL can promote the consistency with detection metric 
and make training more stable than ln-norm losses as Ma-
halanobis distance is scale-invariant. 

3) We achieve state-of-art performance on DOTA-v1.0 with 
MDL. Besides, the experiments using MDL and the widely 
used smooth L1 loss under the same condition show that 
MDL is more effective and more stable during training in 
rotated object detection. 

II. PROPOSED APPROACH 

In this section, we first introduce our new loss function called 
Mahalanobis Distance Loss (MDL) for eight-parameter rotated 
object detection, then analyze its advantages in rotated object 
detection. Finally, we demonstrate the overall loss function de-
sign with our architecture. 

A. Mahalanobis Distance Loss for Oriented Bounding Box 

Inspired by the fact that ln-norm losses are mainly based on 
Minkowski distance, we propose a new loss function MDL 
based on Mahalanobis distance. Mahalanobis distance, which is 
scale-invariant, can measure the standard deviations from vec-
tor � to � that follow the same distribution. The Mahalanobis 
distance between � and � is defined as: 

��(�, �) = �(� − �)�Σ��(� − �) (1) 

where Σ refers to the covariance matrix of the distribution. 

 
Fig. 2. Viewing OBB as a two-dimensional distribution which consists of 

four vertices of the box. 

An oriented box can be viewed as a two-dimensional distri-
bution which consists of four vertices of the box, as illustrated 
in Fig. 2. Suppose the vertices’ vectors of the oriented box 
�(�, �, �, �)  are  � = (��, ��) , � = (��, ��) ,  � = (��, ��) 
and � = (��, ��), then the covariance matrix Σ of the distribu-
tion can be calculated as: 

Σ =

⎝
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where � refers to the number of points (� = 4 here), and  � 

and  � refer to the average value of vectors’ x values and y val-
ues respectively. Note that Σ does not change regardless of the 
starting point of the vectors. 

Thus, MDL between the predicted oriented box �(�, �, �, �) 
and the target oriented box �∗(�∗, �∗, �∗, �∗) can be expressed 
as: 
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where � = 4 as we use the mean value of four vertices’ Ma-
halanobis distance for stable training, ��(�, �∗) is according to 
Eq. 1, and Σ refers the covariance matrix calculated by Eq. 2. 
Note that Σ  can be calculated by the predicted box vectors 
�, �, �, � or the ground truth box vectors �∗, �∗, �∗, �∗. 

B. Analysis of Mahalanobis Distance Loss 

With using the covariance matrix Σ, Mahalanobis distance 
between two points is independent of the measurement units of 
the original data, which thus is scale-invariant [8]. Derived from 
Mahalanobis distance, MDL is also scale-invariant. Fig. 3 plots 
different loss curves when only scale is changing. We can find 
that the curve of MDL keeps invariant as same as 1-SkewIoU 
while L1 loss and smooth L1 loss get larger and larger with the 
scale, which indicates that MDL is more consistent with detec-
tion metric and more stable during training at such scale cases 
than ln-norm losses. 

 
Fig. 3. Different loss curves at different scales. 

Furthermore, we also compare MDL with ln-norm losses 
at different angle, center shifting and aspect ratio cases by 
changing only one factor. As shown in Fig. 4, the trends of 
MDL loss curves are more consistent with 1-SkewIoU and 
more stable in all cases while the curves of L1 loss and smooth 
L1 loss are more steep than 1-SkewIoU.  
Overall, the advantages of using MDL in rotated object de-

tection can be summarized as: 
1) MDL is more consistent with the detection metric 

SkewIoU than ln-norm losses at different scale, angle, cen-
ter shifting, and aspect ratio cases. 

2) MDL can get loss values that don’t fluctuate much due to 
its property of scale invariance, which makes training 
more stable than ln-norm losses. 

C. Overall Loss Function Design 

As anchor-based methods suffer from hyperparameters for 
setting anchor boxes [10], we choose the anchor-free single-
stage model CenterNet [11] as the baseline. With the architect-
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(a) Angle cases                                                   (b) Center shifting cases                                        (c) Aspect ratio cases 

Fig. 4. Comparison of loss curves at different cases. 
 

ture shown in Fig. 5, our loss function can be divided into 
three parts: heatmap, box vertices and offset. 

 
Fig. 5. The architecture and the box description of our method. We use Res-
Net101 as the backbone and a three-layer U-shaped structure to concatenate 
layers. Three parts: Heatmap P, box vertices B and offset O are the final out-

puts. Box vertices’ vectors �, �, �, and � are used to represent the OBB. 

 
Heatmap.  Heatmap is used to demonstrate where the target’s 
center point is in CenterNet. However, it’s unable to directly 
penalize points that are near the target center point and get large 
IoU between predicted box and target box. Therefore, Gaussian 

kernel exp �−
(�����)���������

�

���
� � is used to generate the ground 

truth and the deviation σ is adapted to the target object size. As 
we only view center points as the positive samples while other 
points are negative samples in training, we use an improved Fo-
cal loss to balance positive and negative samples as in [12]: 

�� = − �  

�

�
�1 − ����

�
log �����       if �� = 1

(1 − ��)
������

�
log �1 − ����  otherwise 

 (4) 

where ��� and �� refer to the predicted and the ground truth value 
respectively, and α  and �  are hyperparameters for balancing 
difficult and easy samples. The values of α and β are empiri-
cally set to 2 and 4. 
Box vertices. We use the four vectors from box vertices to the 
center point to describe the OBB, containing top-left �, top-
right �, bottom-right � and bottom-left �, as shown in Fig. 5. 
We use the proposed method MDL to replace the common ln-
norm losses due to MDL’s property of scale-invariance and its 
high consistency with detection metric. However, like other 
eight-parameter methods, MDL still cannot solve the problem 
of boundary discontinuity due to the periodicity of angle. As for 
this problem, we are inspired by the modulated rotation loss in-
troduced in RSDet [7]. RSDet first sorts the predicts points and 
then takes the minimum loss of sorted points themselves, the 
points moved forward and backward by one place. We extend 
this method by dropping the sorting step and taking the mini-
mum loss of four losses to make MDL continuous at boundary 
cases: 

�� = ���
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⎨

⎪
⎧
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where �(�, �, �, �) and �∗(�∗, �∗, �∗, �∗) refer to the predicted 
and the ground truth box respectively, and ���(�, �∗) is ac-
cording to Eq. 3. 
Offset. As the image is downsampled by the factor of 4 in Cen-
ternet, there will be an accuracy damage when the feature map 
is remapped to the original image. Therefore, an additional off-
set is used to compensate for the damage. The ground truth is 
the difference between the target center point’s coordinates 
downsampled by 4 and their integer values. Although offset 
loss is optional, for higher precision we choose to adopt this. 
We also use Mahalanobis distance to make the offset loss 
adapted to the size of the OBB. The loss between the predicted 
offset � = (�, �) and the ground truth offset �∗ = (�∗, �∗) is 
calculated as below: 

�� = ��(�, �∗) = ��(�, �) − (�∗, �∗)�
�

Σ���(�, �) − (�∗, �∗)� (5) 

where Σ refers to the same covariance matrix as in Box verti-
ces. 

In summary, our overall loss function is designed as below: 

� =
1

�
(�� + �� + ��) (6) 

where � indicates the number of ground truth objects. 

III. EXPERIMENTS 

A.  Dataset 

We use DOTA-v1.0 [9] as the dataset to validate the effec-
tiveness of our method. The DOTA-v1.0 dataset contains 2806 
aerial images and a total of 188282 instances in 15 categories: 
plane (PL), ship (SH), storage tank (ST), baseball diamond 
(BD), tennis court (TC), basketball court (BC), ground track 
field (GTF), harbor (HB), bridge (BR), large vehicle (LV), 
small vehicle (SV), helicopter (HC), roundabout (RA), soccer 
ball field (SBF) and swimming pool (SP). As most of the im-
ages are large in size, we crop the images into 600*600 patches 
with the gap of 100 at the scale 0.5 and 1.0. After cropping, we 
get a trainval set of 69,337 images and a test set of 35,777 im-
ages in total.  

B. Implementation and Testing Details 

Implementation Details. The experiments are implemented 
using PyTorch. We use Adam [13] as our optimizer with an in-
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itial learning rate 1.25×10−4. To make the network better con-

verge to the optimal solution, we bind an exponentially decay-
ing learning rate scheduler to the optimizer with the decay fac-
tor 0.96. For increasing the number and diversity of training 
samples, images are preprocessed by data augmentation includ-
ing random cropping and random flipping during training. We 
use a batch size of 48 over 6 GeForce RTXTM 3090 GPUs to 
implement our experiments.  
Testing Details. All the results for testing are derived from the 
50 epoch model trained on DOTA-v1.0. From the output 
heatmaps, we adopt the top-500 points whose scores are more 
than 0.1 as the center points of objects. To obtain the coordi-
nates of the predicted box, we first add the coordinates of the 
center point and the corresponding offset to get accurate center 
coordinates, then add the center coordinates and the box verti-
ces’ vectors, and finally multiply the added values by the 
downsampling factor 4. As we use multi-scale images (0.5 and 
1.0) for testing, we apply Non-maximun-suppression (NMS) 
[14] to the output results with the threshold of 0.1 to get final 
merged results. 

C. Ablation Study 

Ablation test of MDL forms. As mentioned before, the covar-
iance matrix Σ used in MDL can be calculated over the ground 
truth box vectors or the predicted box vectors. Therefore, we 
implement experiments to compare these two kinds of MDL 
forms. Table I shows the performances of MDL with covari-
ance matrix using the target oriented box vectors (MDL-t) and 
using predicted vectors (MDL-p). Under the same condition, 
the mAP on DOTA-v1.0 of MDL-t is 74.33% while MDL-p 
achieves 76.16%. The fact that the mAP of MDL-p is 1.83% 
higher than that of MDL-t shows that using the covariance ma-
trix calculated by the predicted box points can get better perfor-
mance. The reason would probably be that using covariance 
matrix calculated by predicted points can further facilitate the 
regression of predicted values. 
Ablation study with smooth L1 loss. To prove the effective-
ness of our method, we compare MDL with smooth L1 loss, 
which is widely used in eight-parameter rotated object detec-
tion. Sharing the same architecture, implementation and testing 
details as MDL, we implement the experiment using smooth L1 
loss for both box vertices and offset. We also adopt the mini-
mum loss value for box vertices to avoid boundary discontinu-
ity as MDL. As can be seen in Table I, the mAP on DOTA-v1.0 
of smooth L1 loss is only 73.98%, which is lower than both 
MDL-t and MDL-p. In particular, MDL-p achieves 2.18% im-
provement over smooth L1 loss, demonstrating the superiority 
of our approach. Furthermore, Fig. 6 shows MDL is more stable 
during training than smooth L1 loss.  

TABLE I 
ABLATION TEST OF MDL FORMS AND ABLATION STUDY 

WITH SMOOTH L1 LOSS ON DOTA-V1.0.  
Method mAP 

smooth L1 loss 73.98 

MDL-t (ours) 74.33 (+0.35) 

MDL-p (ours) 76.16 (+2.18) 

 
Fig. 6. Loss curves of smooth L1 loss, MDL-t and MDL-p during training. 

D. Further Comparison 

 For further comparing the proposed method MDL with other 
methods, we choose both five-parameter and eight-parameter 
methods with different architectures, as shown in Table II. Most 
of these methods use smooth L1 loss as their loss functions, ex-
cept for SCRDet [15] and RSDet [7], which introduces IoU-
Smooth L1 loss based on smooth L1 loss and uses the modu-
lated rotation loss based on L1 loss respectively.  From Table 
II, we find that most results of eight-parameter methods are bet-
ter than five-parameter methods, which implies that eight-pa-
rameter methods do solve the problem of measurement discon-
tinuity in five-parameter methods to some extent. Among these 
methods, SCRDet gains over other five-parameter methods 
while RSDet and BBAVectors [1] achieve the top-2 perfor-
mance in eight-parameter methods. SCRDet uses improved 
IoU-Smooth L1 loss to alleviate the loss upsurge at boundary 
cases and gains 72.61% in mAP. RSDet takes the minimum loss 
to make loss continuous at boundary, obtaining the accuracy of 
74.1%. BBAVectors adds a parameter to predict the horizontal-
ity of the OBB and additionally use two parameters to predict 
width and height of its horizontal bounding box (HBB), which 
achieves 75.36%. These methods all manage to solve the 
boundary discontinuity problem, which indicates that boundary 
discontinuity hurts performance a lot and solutions should be 
taken in order to gain better performance. 

By using Mahalanobis distance to calculate loss and taking 
the minimum loss value to solve the problem of boundary dis-
continuity, the proposed method MDL-p achieves 76.16% in 
mAP, exceeding all above methods. As most of these methods 
use smooth L1 loss as the loss function, the results of MDL-p 
show the superiority of MDL. Besides, MDL-p gains the best 
or second-best results in most object categories. In particular, 
MDL-p outperforms other methods in terms of Harbor 
(73.39%), Large Vehicle (81.25%) and Helicopter (68.31%). 
For further inspection, the visualization results of MDL-p on 
DOTA-v1.0 are illustrated in Fig. 7. Although DOTA-v1.0 con-
sists of complex images with targets of different sizes and types, 
our proposed method can still achieve good performance. 

IV. CONCLUSION 

In this paper, we propose a new loss function MDL for eight-
parameter rotated object detection. The proposed method MDL 
calculates the loss between predicted and target box vertices’ 
vectors via scale-invariant Mahalanobis distance, which can  
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TABLE II 
COMPARISON WITH DIFFERENT METHODS ON DOTA-V1.0. THE RED AND BLUE REFER TO THE TOP TWO PERFORMANCES.

  
 PL SH ST BD TC BC GTF HB BR LV SV HC RA SBF SP mAP 

Five-parameter methods               
FR-O [9] 79.42 37.16 59.28 77.13 89.41 69.64 64.04 47.89 17.7 38.02 35.3 46.3 52.19 50.3 47.4 54.13 
ROITrans [16] 88.64 66.57 76.75 78.52 90.5 79.46 75.92 62.54 43.44 62.97 68.81 55.56 56.73 59.04 61.29 69.56 
CAD-Net [17] 87.80 76.60 73.30 82.40 90.90 79.20 73.50 62.00 49.40 63.50 71.10 62.20 60.90 48.40 67.00 69.90 
SCRDet [15] 89.98 72.41 86.86 80.65 90.85 87.94 68.36 66.25 52.09 60.32 68.36 65.21 66.68 65.02   68.24 72.61 
Eight-parameter methods               
ICN [2] 81.36 69.98 78.20 74.30 90.76 79.06 70.32 67.02 47.70 67.82 64.89 50.23 62.90 53.64 64.17 68.16 
O2-DNet [18] 89.30 78.70 82.90 83.30 90.90 79.90 72.10 64.60 50.10 75.60 71.10 65.70 60.00 60.20 68.90 72.80 
RSDet [7] 90.1 73.6 84.7 82.0 91.2 87.1 68.5 66.1 53.8 78.7 70.2 63.7 68.2 64.3 69.3 74.1 
BBAVectors[1] 88.63 88.06 86.39 84.06 90.87 87.23 74.08 67.10 52.13 80.40 78.26 63.96 65.62 56.11 72.08 75.36 
MDL-p(ours) 88.75 87.58 86.94 84.96 90.84 87.59 70.96 73.39 53.20 81.25 76.46 68.31 63.47 57.66 71.07 76.16 

 
Fig. 7. Visualization results of MDL-p on DOTA-v1.0. 

 

thus alleviate the problems of inconsistency with the detection 
metric SkewIoU and training instability when using ln-norm 
losses. The experimental results on DOTA-v1.0 confirm the ef-
fectiveness of MDL. Besides, the experiments also show that in 
rotated object detection MDL performs better than smooth L1 
loss, which is widely used in eight-parameter systems. How-
ever, like all other eight-parameter methods, MDL still faces 
the problem of boundary discontinuity, which we manage to 
solve by taking the minimum loss value in this paper. There-
fore, in the future we would like to explore a better way to fun-
damentally solve boundary discontinuity for all eight-parameter 
methods. Furthermore, we would like to apply MDL to quadri-
lateral or polygon object detection as MDL can also be used on 
point sets. 
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