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Abstract— Climate action (SDG-13) is an integral part of the
Sustainable Development Goals (SDGs) set by the United Nations
(UN), and wildfire is one of the catastrophic events related to
climate change. Large-scale forest fires have drastically increased
in frequency and size in recent years in Australia and other
nations. These wildfires endanger the forests and urban areas
of the world, demolish vast amounts of property, and frequently
result in fatalities. There is a requirement for real-time/near real-
time catastrophic event monitoring of fires due to their growing
frequency. In order to effectively monitor disaster events, it will
be feasible to manage them in real time or near real time due
to the advent of the Distributed Satellite System (DSS). This
research examines the possible applicability of DSS for wildfire
surveillance. For spacecraft to continually monitor the dynami-
cally changing environment, satellite missions must have broad
coverage and revisit intervals that DSS can fulfill. A feasibility
analysis, as well as a model and scenario prototype for a satellite
artificial intelligence (AI) system, is included in this letter to
enable prompt action and swiftly provide alerts. In our previous
research, it is shown that on-board implementation, i.e., data
processing utilizing hardware accelerators, is feasible. To enable
Trusted Autonomous Satellite Operation (TASO), the same will
be included in the proposed DSS architecture, and the outcomes
will be provided. To demonstrate the applicability, the suggested
DSS architecture will be tested in several geographic locations to
demonstrate the system-wide coverage.

Index Terms— 1-D convolutional neural network (CNN), cli-
mate action, Distributed Satellite System (DSS), edge computing,
hardware accelerators, real-time monitoring, Sustainable Devel-
opment Goal (SDG)-13, Trusted Autonomous Satellite Operation
(TASO), wildfire.

I. INTRODUCTION

CLIMATE change, as well as other human-caused factors,
had a major impact on the ecosystem in recent years [1].

Extreme weather occurrences, droughts, dust storms, rising
ocean levels, tornadoes, and wildfires are just a few examples.
Wildfires devastate both regional and global ecosystems while
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causing significant structural damage, injuries, and fatalities.
As a result, it is becoming increasingly vital to spot fires and
track their nature, size, and consequences over wide geograph-
ical areas [2]. Early fire detection and fire risk mapping are
employed to try to minimize or mitigate these impacts [3].
Terrestrial, airborne, and satellite systems are the three basic
types of widely used technologies that can detect or monitor
active wildfire or smoke conditions in real or near real time.
These technologies are commonly equipped with optical and
thermal sensors; once the data are acquired, it can be processed
by suitable artificial intelligence (AI) algorithms, which are
typically based on a machine learning approach [1], [4], [5],
[6]. In order to recognize forest fires in their early phases
and model how smoke and fires behave, these strategies rely
on either hand-crafted features or sophisticated AI technolo-
gies [7]. This research concentrates on space-based detection
of fire by using suitable AI algorithms for on-board wildfire
detection and analysis [4], [5]. The purpose of this research is
to determine whether the Distributed Satellite System (DSS)
and the on-board computing resources can be employed to
monitor disaster scenarios, such as wildfire monitoring, using
hyperspectral satellite imagery. Moreover, the findings of such
assessments may be beneficial for future Australian spacecraft
missions. Hyperspectral images from the Precursore IperSpet-
trale della Missione Applicativa (PRISMA) satellite were used
in this research.

In this research study, a convolutional neural network
(CNN)-on-board DSS architecture for disaster event man-
agement is presented. Hyperspectral imagery is used in the
proposed constellation and CNN’s application for monitoring
wildfires in order to provide real-time/near real-time occur-
rences and facilitate faster action.

II. DISTRIBUTED SATELLITE SYSTEM

DSS mission architectures are made up of numerous space-
craft/modules that interact, collaborate, and coordinate with
each another, leading to the development of novel system
features and/or functions [8]. According to the Research and
Development (RAND) Project air force research [9].

1) Distributed constellations may weigh less and cost less
to launch.

2) Distributed satellites may perform better during
deployment.

3) Distributed satellite constellations may be able to fail
more gracefully.

4) Distributed satellite constellations may be more surviv-
able in an attack.
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The primary goal of DSS is to provide a more responsive and
resilient solution to meet the growing demands of the research
community as well as the defense sector by assisting in the
monitoring and prognostication of Earth Observation (EO)
missions [10] and Space Domain Awareness (SDA) missions
[11], [12], [13], [14] in the promise of improving space sus-
tainability. One of the main focuses of SmartSat Cooperative
Research Centre (CRC) and Australia’s space strategy is EO
to improve Australia’s disaster resilience by developing and
deploying satellite-based information capabilities. SmartSat
CRC has a dedicated Capability demonstrator I-In-The-Sky
(IITS) for the same [15]. DSS is classified according to the
nature of the mission and purpose they conduct. Modules
performing activities in a distributed infrastructure, whether
in independent satellite systems or distributed spacecraft, may
include activities necessary to accomplish local objectives
(i.e., those particular to each module) or a part of a global
objective’s functioning (i.e., specific to the infrastructure). DSS
actively communicates and interacts via Intercommunication
Satellite Link (ISL), where data are exchanged and processed
on-board to accomplish the mission goal. This research letter
proposes a constellation of Low Earth Orbit (LEO) satellites
[16], [17], [18], [19], [20], [21] for EO [22]. There are two
types of constellations: 1) polar and near-polar constellations
and 2) Walker constellation. Walker proposed uniform con-
stellations with the inclination criterion relaxed to lower the
needed number of satellites by reducing superfluous overlap
at the poles. The delta constellation, sometimes referred to as
the Walker delta or a rosette, is one of the most well-known
constellations [23]. The proposed DSS is considered in near-
circular orbit (i.e., eccentricity is ∼0.001) with 500-km altitude
and inclination 55◦ with 40 satellites equally spaced (plane
spacing 36◦) in four orbital planes. As we are considering
a continuous coverage problem, we can disregard the values
of the Right Ascension of the Ascending Node (RAAN) and
Mean Anomaly. All the participants in the proposed constel-
lation are assumed to be similar and carry the same optical
payload. Satellites are often situated in orbital planes that are
complementary to one another, and they communicate with
each other through the Inter Satellite Link (ISL) and globally
dispersed ground stations. Intersatellite communication may
also be used to communicate with each other. Aiming for
effective coverage across the Australian continent, the Walker
scenario will be appropriate for the constellation model. On the
other hand, the Walker Delta design is appealing for the
current research work because of its simplicity and economic
feasibility [24], [25]. The parameters i, Ns , p, and f indicate
the distribution of satellites in space, where i is the inclination,
Ns is the number of spacecrafts, p is the total number of
orbital planes, and f is the phase difference between the
participating spacecrafts in the plane, which forms the Walker
Delta constellation pattern. The number of satellites in each
orbit is given by s = (Ns/p), where p|Ns(p divisible by Ns).
To avoid satellite collisions, the phase difference between the
neighboring spacecrafts of a specific plane is calculated using
f ×(360◦/S), where f is an integer between 0 and (p1). As a
satellite observes a region on Earth, it projects a circular or
rectangular imprint on the surface. The instantaneous coverage

of the satellite is the distance between the satellite and a
target point in the satellite field of view (FOV) region (imprint
region) at a given time [26], [27]. Another fundamental para-
meter for the computation of the coverage is the system-wide
access, which is the time that at least one satellite’s camera can
observe the area of interest (AOI) during this timeframe must
be calculated in order to compute coverage and system-wide
access. The corresponding percentage quantity is known as the
system-wide access percentage, and it is calculated using the
following equations:

SWAD = n · Sc (1)

SD = STStart − STStop (2)

SWAP = SWAD

SD
· 100 (3)

where SWAD is the system-wide access duration, n is the
number of elements in system-wide access status whose value
is true, i.e., 1, Sc is the spacecraft sample time, and SWAP is
the system-wide access percentage. The equations that relate
to the above are for the Nadir pointing, and they can also be
used for systems with tracking

SWADT = N · Sc (4)

SD = STStart − STStop (5)

SWAPT = SWADT

SD
· 100 (6)

where SWADT is the system-wide access duration with track-
ing, N is the number of elements in system-wide access status
with tracking whose value is true, Sc is the spacecraft sample
time, which is considered 30 s for both the cases, and SWAPT

is the system-wide access percentage with tracking.

III. ON-BOARD IMPLEMENTATION

In our previous works, a one-dimensional (1-D) CNN
was investigated for spotting wildfires employing PRISMA
hyperspectral imagery and encouraging results for the edge
implementation on three different hardware accelerators were
provided. We showed that AI-on-the-edge paradigms for
future mission ideas are viable by utilizing appropriate CNN
architectures and established technology to perform time-
and power-efficient inferences [1], [4], [6]. The analysis in
this letter was done with Level 2-D (geocoded version of
the geolocated at-surface reflectance product) data. The red
channel at 614.1723 nm, green at 530.66705 nm, and blue
at 441.6589 nm (RGB) composite of the research area are
shown in Fig. 1. For the training, we used all the PRISMA
band [apart from removing overlapping bands from visible to
near-infrared (VNIR) and short-wave infrared (SWIR) arrays].
However, direct information related to smoke can be retrieved
by looking at single bands from VNIR bands, such as the
ones around 400 nm. From SWIR bands around 2400 nm,
we can have direct information on the hot pixel, which can
be reasonably active fire pixels. The AI approach is used to
implement automatic segmentation from the obtained image.
The model, as shown in Fig. 2, was trained and validated with
the sophisticated computer on the ground, and then, the trained
model is tested in the hardware accelerators.
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Fig. 1. Wildfire segmentation of Bushfire [1].

Fig. 2. One-dimensional CNN segmentation model [4].

From our previous work [1], [4], [6], all the results are in
line with the spacecraft platform’s total power budget; how-
ever, when it comes to CubeSats or small satellites, the Intel
Movidius (inference time is 5.8 ms and power consumption
is 1.4 W) and Jetson Nano (inference time is 3.4 ms and
power consumption is 2.6 W) appear to be the most promising
options. For our situation, we took into account the Jetson
Nano and Intel Movidius on-board constellations for detecting
wildfires.

IV. RESULTS AND DISCUSSION

This simulation depicts an investigation of the AOI on
the ground and conical sensors on-board a heterogeneous
constellation1 of satellites. The AOI and a satellite’s conical
sensor are said to have access if the ground station is within
the conical sensor’s FOV and the conical sensor’s elevation
angle (EA) with respect to the AOI. The simulation employs
a constellation of 40 LEO satellites at 500-km altitude to
replicate the KANYINI mission in near circular orbit with
AOI. The AOI is chosen based on the wildfire occurrence in
the four different continents and to generalize the simulation
results. Each satellite carries a 30◦ FOV camera, and the entire
satellite network is tasked with imaging the AOI during the
sun sufficiently illuminates it. The satellite’s EA with regard
to the AOI should be at least 30◦ in order to acquire high-
quality imagery with minimal atmospheric distortion. It is
necessary to calculate the times when each satellite can image
the site over an imposed 6-h interval. It is also necessary to
calculate the percentage of time that at least one satellite’s
camera can observe the place during this timeframe, which

1Homogeneous Constellation: A constellation whose member spacecraft
employs functional identical bus, payload, and operational characteristics
(e.g., MMS and Iridium). Heterogeneous Constellation: A constellation
whose member spacecraft employs different bus, payload, and operational
characteristics.

Fig. 3. Satellite FOV. (a) DSS FOV with normal configuration. (b) DSS
FOV with reconfiguration at entry. (c) DSS FOV with reconfiguration at exit.

is given by SWAP in (6). The existence of the AOI within
the contour indicates that it is within the FOV of the payload
camera. Fig. 3(a) shows the visualization FOV of the satellite.
It is necessary to calculate the system-wide access percentage,
which is the percentage of time from the simulation start time
to the stop time when at least one satellite can image the
site, in addition to calculate the times when each camera can
capture the AOI.

The satellite’s default attitude arrangement is nadir pointing.
Because the cameras are by default aligned with the yaw
axis, they always point straight down, and the AOI is no
longer visible to the cameras before their EA falls below 30◦.
As a result, this cumulative access percentage is constrained
by the FOV of the cameras. In contrast, if the DSS can
communicate and have the reactive elements in the architecture
with the ISL, the satellites can be able to communicate with
the nearby satellite in the constellation, and this system is
said to be an intelligent DSS (i-DSS). Then, the satellites’
cameras will be pointed continuously at the AOI through active
attitude control adjustment; the AOI is observable as long as
the Earth is not in the way, as seen in Fig. 3(b) and (c).
As a result, the system-wide access percentage will now be
limited by the AOI’s minimum EA rather than the camera
FOV. This is done based on the owner/operator requirement
for the requested time period. The access periods in the former
scenario began and terminated when the site entered and exited
the camera’s FOV. Specifically, it enters the FOV after the
camera’s EA exceeds 30◦ and exits before the camera’s EA
falls below 30◦. The camera will be pointed at the Nadir
for the rest of the period. The system-wide access for four
different AOIs is shown in Table I for the NADIR pointing
and tracking configuration. The table contains the latitude and
longitude coordinates of the four selected AOI, expressed in
World Geodetic System (WGS84). The total simulation was
carried out for 21 600 s, i.e., 6 h, and the respective system-
wide access with Nadir pointing and with tracking is reported.
Because the cameras are firmly affixed to the satellites, each
satellite must be constantly reoriented (i.e., maneuvered with
the on-board actuators) along its orbit, so that its yaw axis
tracks the AOI location.

The total simulation was carried out for 21 600 s, i.e., 6 h,
and the respective system-wide access with Nadir pointing
and with tracking is reported. Because the cameras are firmly
affixed to the satellites, each satellite must be constantly
reoriented (i.e., maneuvered with the on-board actuators)
along its orbit, so that its yaw axis tracks the AOI loca-
tion. In Fig. 4, the list of satellites that will access the
AOI in the proposed constellation and the length of time
that they will have access to Australia are shown, and their
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Fig. 4. Australia satellite access duration with tracking and its orbit.

Fig. 5. Australia (a) system-wide access status and (b) system-wide access status with tracking.

TABLE I

SYSTEM WIDE COVERAGE PARAMETERS WITH RESPECT TO A SCENARIO DURATION OF 6 h, i.e., 21 600 s

corresponding orbits are presented for the simulation time.
From the reported result, it is evident that with the Nadir
pointing, the FOV is relatively low for most AOI, while when
the active AOI pointing is done using Attitude and Orbit
Control System (AOCS) on-board of the satellite, the SWAP
is increased significantly and provides almost real-time/near
real-time coverage, i.e., 75%–98%, which will enable the near
real-time disaster response. For instance, for the Australian
AOI, the obtained tracking coverage is 95.9722%, which
represents a near real-time coverage for disaster events. This
result can be further appreciated in Fig. 5, where the system
with access status is reported for the NADIR configuration
(a) and for the tracking configuration (b). In the latter case, the

AOI is not visible only for very short periods of time. Finally,
we can denote a decrease in performances in the African
AOI, where the SWAPT is 75.6944% due to its geographical
location (the distance between spacecrafts is maximum when
close to the equator).

V. CONCLUSION

A low-Earth orbit DSS constellation is suggested in this
research study for real-time or near real-time wildfire monitor-
ing. It has been shown that the on-board application is feasible
in terms of inference time and power consumption. The
proposed satellites feature hardware accelerators on board for
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edge computing, which is performed utilizing commercial off-
the-shelf (COTS) components. This research study shows that
real-time/near real-time monitoring is possible by altering the
camera FOV, which is consistent with our earlier results. Since
the DSS is always connected through ISL, it is not necessary to
always do active AOCS; instead, only when one of the constel-
lation’s satellites detects a wildfire, this can communicate the
other nearby satellites and perform active tracking to collect
as much data as possible. The results show that we can pro-
vide almost near real-time monitoring for Australia using the
chosen constellation, which has a constellation system-wide
access percentage of 95.9722%. In order to enable the Trusted
Autonomous Satellite Operation (TASO) in DSS, an enhanced
model using CNN will be embedded within this framework in
future research. In order to improve the framework, efficiently
organize space-to-ground dataflow, and provide real-time/near
real-time information, which could be very helpful in disaster
and extreme event management, this research also suggests
that hardware accelerators for on-board edge computing can
be considered for future space missions. It was observed
that the results were affected by the direction, in which the
sensors were pointing. These outcomes are also affected by
the satellite’s orbits, AOI’s minimum EA, camera mounting
position, and placement in relation to the satellites FOV if they
are not constantly pointing at the AOI. The satellites’ orbits
can be modified using Keplerian parameters and adjusting
to the desired AOI based on owner/operator requirements.
In the future, cameras can be put on gimbals that can rotate
independently of the satellite, and the heterogeneous sensors
in the constellation can be used to enhance the outcomes. This
not only allows the satellites to look straight down, i.e., Nadir
pointing, but also allows the gimbals to be adjusted to track
the AOI independently, as well as the heterogeneous sensors
able to provide useful data at different wavelengths.
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