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Branching Bisimilarity on Normed BPA Is
EXPTIME-complete

Chaodong He Mingzhang Huang
BASICS, Department of Computer Science and Engineering, Shanghai Jiao Tong University

Abstract—We put forward an exponential-time algorithm for
deciding branching bisimilarity on normed BPA (Bacis Process
Algebra) systems. The decidability of branching (or weak) bisim-
ilarity on normed BPA was once a long standing open problem
which was closed by Yuxi Fu in [1]. TheEXPTIME-hardness is
an inference of a slight modification of the reduction presented
by Richard Mayr [2]. Our result claims that this problem is
EXPTIME-complete.

I. I NTRODUCTION

Basic process algebra (BPA) [3] is a fundamental model of
infinite state systems, with its famous counterpart in the theory
of formal languages: context free grammars in Greibach nor-
mal forms, which generate the entire context free languages.
In 1987, Baeten, Bergstra and Klop [4] proved a surprising
result at the time that strong bisimilarity on normed BPA
is decidable. This result is in sharp contrast to the classical
fact that language equivalence is undecidable for context free
grammar [5]. After this remarkable discovery, decidability and
complexity issues of bisimilarity checking on infinite state
systems have been intensively investigated. See [6], [7], [8],
[9], [10] for a number of surveys.

As regards strong bisimilarity on normed BPA, Hüttel and
Stirling [11] improved the result of Baeten, Bergstra and
Klop using a more simplified proof by relating the strong
bisimilarity of two normed BPA processes to the existence ofa
successful tableau system. Later, Huynh and Tian [12] showed
that the problem is inΣP

2 , the second level of the polynomial
hierarchy. Before long, another significant discovery was made
by Hirshfeld, Jerrum and Moller [13] who showed that the
problem can even be decided in polynomial time. Improve-
ments on running time was made later in [14], [15], [16].

The decidability of strong bisimilarity on general BPA is af-
firmed by Christensen, Hüttel and Stirling [17]. 2-EXPTIME
is claimed to be an upper bound by Burkart, Caucal and
Steffen [18] and is explicitly proven recently by Jančar [19].
As to the lower bound, Kiefer [20] achievesEXPTIME-
hardness, which is an improvement of the previousPSPACE-
hardness obtained by Srba [21].

In the presence of silent actions, however, the picture is
less clear. The decidability for both weak bisimilarity and
branching bisimilarity on normed BPA was once long standing
open problems. For weak bisimilarity [22], the problem is still
open, while for branching bisimilarity [23], [24], a remarkable
discovery is made by Fu [1] recently that the problem is decid-
able. Very recently, using the key property developed in [1],
Czerwiński and Jančar shows that there exists an exponentially

large bisimulation base for branching bisimilarity on normed
BPA, and by guessing the base, they show that the complexity
of this problem is inNEXPTIME [25]. The current best
lowerbound for weak bisimilarity is theEXPTIME-hardness
established by Mayr [2], whose proof can be slightly modified
to show theEXPTIME-hardness for branching bisimilarity
as well. As to the general BPA, decidability of branching
bisimilarity is still unknown.

In this paper, we confirm that an exponential time algorithm
exists for checking branching bisimilarity on normed BPA.
Comparing with the knownEXPTIME-hardness result, we
get the result ofEXPTIME-completeness. Thus the com-
plexity class of branching bisimilarity on normed BPA is
completely determined.

Basically, we introduce a family of relative bisimilarities
parameterized by the reference sets, which can be represented
by a decomposition base defined in this paper. The branching
bisimilarity is exactly the relative bisimilarity whose refer-
ence set is the empty set. We show that this base can be
approximated. The approximation procedure starts from an
initial base, which is relatively trivial, and is carried onby
repeatedly refining the current base. In order to define the
approximation procedure and to ensure that the family of
relative bisimilarities is achieved at last, a lot of technical
difficulties need overcoming. Some of them are listed here:

• Despite the seeming resemblance, the relative bisimilar-
ities (Section III) defined in this paper is significantly
superior to the corresponding concepts in [25]. The
relative bisimilarities in this paper issuffix independent.
This property is extremely crucial for our algorithm. The
correctness of definition is characterized in Theorem 2.

• We show that a generalized unique decomposition prop-
erty holds for the family of relative bisimilarities (The-
orem 3). In the decompositions, bisimilarities with dif-
ferent reference sets depend and impact on each other.
The notion of decomposition bases (Section V) provides
an effective representation of an arbitrary family of pro-
cess equivalences that satisfies the unique decomposition
property.

• In an iteration of refinement operation, a new decomposi-
tion base is constructed from the old (Section VI). That is,
a new family of equivalences is obtained from the old one.
Besides, comparing with all the previous algorithms [26],
[15], [27] which take partition refinement approach, our
refinement procedure possesses several hallmarks:
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– The new base is constructed via aglobally greedy
strategy, which means that all the relevant equiva-
lences with different reference sets are dealt with as
a whole.

– The refinement operation in previous works heavily
depends on predefined notions of norms and de-
creasing transitions. These notions can be determined
from the normed BPA definition immediately. Such
a method does not work at present. Our solution is to
define norms in a semantic way (Section IV). Norms,
relying on the relevant equivalence relations, together
with decreasing transitions, can change dynamically
in every iteration. When we start to construct a new
base, no information on norms is available. Thus at
this time we cannot determine whether a transition is
decreasing. Our solution is to incorporate the task of
computing norms into the global iteration procedure
via the greedy strategy.

– In previous works the order of process constants can
be determined in advance. Every time a new base is
constructed from the old, the constants are treated
in the same order. There is no such predefined order
in our algorithm. The treating order is dynamically
determined in every iteration.

Equivalence checking on normed BPA is significantly harder
than the related problem ontotally normed BPA. For to-
tally normed BPA, branching bisimilarity is recently shown
polynomial-time decidable [27]. What is obtained in this paper
is significantly stronger than previous results [28], [29],[27].

II. PRELIMINARIES

A. Normed Basic Process Algebra

A basic process algebra(BPA) system Γ is a triple
(C,A,∆), whereC is a finite set of process constants ranged
over byX,Y, Z, U, V,W , A is a finite set of actions, and∆
is a finite set of transition rules. Theprocesses, ranged over
by α, β, γ, δ, ζ, η, are generated by the following grammar:

α ::= ǫ | X | α1.α2.

The syntactic equality is denoted by=. We assume that
the sequential compositionα1.α2 is associative up to= and
ǫ.α = α.ǫ = α. Sometimesα.β is shortened asαβ. The set
of processes is exactlyC∗, the finite strings overC. There is
a special symbolτ in A for silent transition.ℓ is invariably
used to denote an arbitrary action, whilea is used to denote a
visible (i.e. non-silent) action. The transition rules in∆ are of
the formX

ℓ
−→ α. The operational semantics of the processes

are defined by the following labelled transition rules.

(X
ℓ

−→ α) ∈ ∆

X
ℓ

−→ α

α
ℓ

−→ α′

α.β
ℓ

−→ α′.β

A central dot ‘·’ is often used to indicate an arbitrary process.
For example, we writeα

ℓ1−→ ·
ℓ2−→ β, or evenα

ℓ1−→
ℓ2−→ β, to

mean that there exists someγ such thatα
ℓ1−→ γ andγ

ℓ2−→ β.

If ≍ is an equivalence relation on processes, then we will
useα

≍
−→ α′ to denote the factα

τ
−→ α′ andα ≍ α′, and use

α
6≍
−→ α′ to denote the factα

τ
−→ α′ andα 6≍ α′. We write

=⇒ for the reflexive transitive closure of
τ

−→, and⇐⇒ for
the symmetric closure of=⇒ (i.e.⇐⇒

def
= =⇒∪=⇒−1). Ac-

cordingly,
≍
=⇒ is understood as the reflexive transitive closure

of
≍
−→. That is,α

≍
=⇒ α′ if and only if α

≍
−→ · . . . ·

≍
−→ α′.

Remark1. α
≍
=⇒ α′ is slightly different fromα =⇒ α′ ≍ α.

If Computation Lemma (Lemma 1) holds for≍, thenα
≍
=⇒ α′

if and only if α =⇒ α′ ≍ α.

A processα is normed if α
ℓ1−→ · . . . ·

ℓn−→ ǫ for some
ℓ1, . . . , ℓn. A BPA systemΓ = (C,A,∆) is normed if all
the processes defined inΓ are normed. In other words,Γ is
normed ifX is normed for everyX ∈ C. In the rest of the
paper, we will invariably useΓ = (C,A,∆) to indicate the
concerned normed BPA system. A BPA systemΓ is called
realtime if for every (X

ℓ
−→ α) ∈ ∆, we haveℓ 6= τ .

A processα is called agroundprocess ifα =⇒ ǫ. The set
of ground constants is denoted byCG. ApparentlyCG ⊆ C

andα is ground if and only ifα ∈ C
∗
G.

Remark2. A BPA systemΓ = (C,A,∆) is totally normed
if and only if rules of the formX

τ
−→ ǫ are forbidden.Γ =

(C,A,∆) is totally normed if and only ifCG = ∅.

B. Bisimulation and Bisimilarity

In the presence of silent actions, branching bisimilarity of
van Glabbeek and Weijland [23], [24] is well-known.

Definition 1. Let ≍ be an equivalence relation on processes.
≍ is called abranching bisimulation, if the following bisimu-
lation propertyhold: wheneverα ≍ β,

• If α
a

−→ α′, thenβ
≍
=⇒ ·

a
−→ β′ for someβ′ such that

α′ ≍ β′.

• If α
6≍
−→ α′, thenβ

≍
=⇒ ·

6≍
−→ β′ for someβ′ such that

α′ ≍ β′.
The branching bisimilarity≃ is the largest branching bisimu-
lation.

Remark3. In this paper, branching bisimulations in Defini-
tion 1 and other bisimulation-like relations in later chapters are
forced to be equivalence relations. This technical convention
does not affect the notion of branching bisimilarity.

The branching bisimilarity is a congruence relation, and it
satisfies the following famous lemma.

Lemma 1 (Computation Lemma [23]). If α =⇒ α′ =⇒ α′′ ≃
α, thenα′ ≃ α.

If Γ is realtime, the branching bisimilarity is the same as the
strong bisimilarity. In this paper, branching bisimilarity will
be abbreviated asbisimilarity. For realtime systems, the term
bisimilarity will also be used to indicate strong bisimilarity.

III. R ELATIVIZED BISIMILARITIES ON NORMED BPA

A. Retrospection

In [1], Yuxi Fu creates the notion of redundant processes,
and discover the following Proposition 3, which is crucial to



the proof of decidability of bisimilarity for normed BPA.

Definition 2. A processα is a≃-redundant overγ if αγ ≃ γ.

We useRd(γ) = {X |Xγ ≃ γ} to indicate the set of all
constants that is≃-redundant overγ. Clearly,Rd(γ) ⊆ CG.

The following lemma confirms that the redundant processes
overγ are completely determined by the redundant constants.

Lemma 2. αγ ≃ γ if and only if α ∈ (Rd(γ))∗.

The crucial observation in [1] is the following fact.

Proposition 3. Assume thatRd(γ1) = Rd(γ2), thenαγ1 ≃
βγ1 if and only if αγ2 ≃ βγ2.

Proposition 3 inspires us to define a relativized version of
bisimilarity ≃R for a given suitablereference setR, which
will satisfy the following theorem.

Theorem 1. Let γ be a process satisfyingRd(γ) = R. Then
α ≃R β if and only if αγ ≃ βγ.

Proposition 3 confirms that≃R does not depend on the
special choice ofγ under the assumption of the existence of
γ such thatR = Rd(γ). However, it is much wiser not to take
Theorem 1 as the definition of≃R from a computational point
of view. Here are the reasons.

• We cannot tell beforehand (except when we can decide
≃) whether, for a givenR, there existsγ such thatR =
Rd(γ), nor can we tell whetherR = Rd(γ) even if both
R andγ are given.

• The algorithm developed in this paper takes the refine-
ment approach. Imagine that≍ is an approximation of≃,
we can define, for example, the≍-redundant constants
Rd

≍(γ) accordingly. It is quite possible to run into the
situation where, for a specificR, there is noδ such that
R = Rd

≍(δ) even ifR = Rd(γ) for someγ.

Therefore it is advisable to make≃R well-defined for every
R satisfying R ⊆ CG. Importantly,≃R should be defined
without the knowledge of the existence ofγ.

Remark 4. In [25], Czerwiński and Jančar also define a
relativized version of bisimilarities. The difference is that they
directly take Theorem 1 as the definition. After that, they
establish aweakerversion of unique decomposition property.
In [25], ≃R is defined only for thoseR’s such thatR = Rd(γ)
for someγ. Using Theorem 1, a property of≃R can be proved
by a translation of a property of≃. Though seemingly similar,
the properties which will be developed in this section are much
stronger than those properties in [25].

B. Definition ofR-Bisimilarities

Now we elaborate on the definition of≃R. Some auxiliary
notations are introduced to make things clear.

Definition 3. Let R ⊆ CG. Two processesα and β areR-
equal, denoted byα =R β if there existζ, α′, β′ such that
α = ζα′, β = ζβ′, andα′, β′ ∈ R∗.

Two processes areR-equal if they differ only in suffixes in
R∗. R-equality is an equivalence relation. Eliminating a suffix
in R∗ from a process does not change the=R-class.

Lemma 4. 1) α =R αγ if and only if γ ∈ R∗.
2) α =R ǫ if and only if α ∈ R∗.

Definition 4. Let R ⊆ CG. α is in R-normal-form(R-nf) if

1) eitherα = ǫ,
2) or there existα′ andX such thatα = α′X andX 6∈ R.

If α =R α′ andα′ is in R-nf, thenα′ is called anR-nf of α.
The (unique)R-nf of α is denoted byαR.

From Definition 4, taking theR-nf of α is nothing but
removing any suffix ofα in R. R-equality is the syntactic
equality on R-nf’s. In particular, ∅-equality is exactly the
ordinary syntactic equality.

Lemma 5. α =R β if and only if αR = βR. In particular,
α =∅ β if and only if α = β.

The transition relations can be relativized as follows.

Definition 5. The R-transition relationsbetweenR-nf’s are
defined as follows: We writeζ

ℓ
−→R η if there existsα and

β such thatζ = αR, η = βR, andα
ℓ

−→ β.

According to Definition 5, the relation
ℓ

−→R is defined only
on the set of processes inR-nf. When we writeα

ℓ
−→R β, α

andβ are implicitly supposed to beR-nf’s.

Lemma 6. αR
ℓ

−→R βR if and only if α =R ·
ℓ

−→ · =R β.

Let α
ℓ

−→R β. Intuitively, if α 6= ǫ, then α
ℓ

−→R β is
induced byα; if α = ǫ, thenα

ℓ
−→R β is induced by one

of the constants inR. This important fact is formalized in the
following lemma.

Lemma 7. αR
ℓ

−→R βR if and only if

1) eitherαR = ǫ andX
ℓ

−→ β′ for someβ′ andX ∈ R

such thatβ′ =R β.
2) or αR 6= ǫ andα

ℓ
−→ β′ for someβ′ such thatβ′ =R β.

As usual, we write=⇒R for the reflexive transitive closure
of

τ
−→R, and ⇐⇒R for the symmetric closure of=⇒R

(i.e. ⇐⇒R
def
= =⇒R ∪ =⇒R

−1). Accordingly, α
≍
−→R α′

is understood asα
τ

−→R α′ ≍ α, and
≍
=⇒R is the reflexive

transitive closure of
≍
−→R.

The ground processes are robust under relativization.

Lemma 8. α =⇒ ǫ if and only if αR =⇒R ǫ.

Now it is time for definingR-bisimilarity.

Definition 6. Let R ⊆ CG and let ≍ be an equivalence
relation such that=R ⊆ ≍. We say≍ is anR-bisimulation,
if the following conditions are satisfied wheneverα ≍ β:

1) ground preservation: If α =⇒ ǫ, thenβ =⇒ ǫ.

2) If α
6≍
−→ α′, thenβR

≍
=⇒R ·

6≍
−→R β′ for someβ′ such

thatα′ ≍ β′.



3) If α
a

−→ α′, thenβR
≍
=⇒R ·

a
−→R β′ for someβ′ such

thatα′ ≍ β′.

TheR-bisimilarity ≃R is the largestR-bisimulation.

Remark5. R-bisimilarity ≃R is well-defined, based on the
following observations:

• =R is anR-bisimulation.
• If ≍1 and≍2 are bothR-bisimilations, then(≍1 ∪≍2)

∗

is anR-bisimulation.

If R = ∅, then≃∅ is exactly the ordinary bisimilarity≃.
R-bisimulations can actually be understood as the bisimu-

lations onR-nf’s underR-transitions, as is stated below.

Proposition 9. Let R ⊆ CG and let≍ be an equivalence
relation such that=R ⊆ ≍. Then≍ is anR-bisimulation if
and only if wheneverα ≍ β,

1) if αR =⇒R ǫ, thenβR =⇒R ǫ;

2) if αR
6≍
−→R α′

R, thenβR
≍
=⇒R ·

6≍
−→R β′

R for someβ′

such thatα′ ≍ β′;
3) if αR

a
−→R α′

R, thenβR
≍
=⇒R ·

a
−→R β′

R for someβ′

such thatα′ ≍ β′.

Comparing with the definition of bisimulation (Defini-
tion 1), Definition 6 and Proposition 9 contains an extraground
preservationcondition which guarantees that a ground process
cannot be related to a non-ground process in anR-bisimilation.
In the definition of bisimulation, this condition is also satisfied,
for it can be derived from other bisimulation conditions. As
to R-bisimulation, this is not always the case, as is illustrated
in the following example.

Example 1. Consider the following normed BPA(C,A,∆):

• C = {A0, A1};
• A = {a, τ};
• ∆ is the set containing the following rules:

A0
a

−→ A1, A1
a

−→ A1, A1
τ

−→ ǫ

Let R = {A1}, and let≍ be the equivalence relation which
relates every processes defined inΓ to ǫ. Clearly A0 6=⇒R ǫ.
However, we can show that(A0, ǫ) satisfiesR-bisimulation
conditions except for the ground preserving condition:

Considering that theR-transitions of ǫ can be trivially
matched byA0, it remains to show thatǫ can match theR-
transitions ofA0. The uniqueR-transition ofA0 isA0

a
−→R ǫ,

which can be matched byǫ
a

−→R ǫ sinceA1
a

−→ A1 and
(A1)R = ǫ.

The relative bisimilarity≃R is not a congruence in general.
For example, we may not haveαγ ≃R βγ even if α ≃R β.
However, we have the following result.

Lemma 10. If γ ≃R δ and α ≃ β, then αγ ≃R βδ. In
particular, Ifγ ≃R δ, thenαγ ≃R αδ.

The computation lemma also holds for≃R.

Lemma 11 (Computation Lemma for≃R). If α =⇒R

α′ =⇒R α′′ ≃R α thenα′ ≃R α.

C. R-identities and Admissible Reference Sets

Clearly,R-bisimilarity has the following basic property.

Lemma 12. Let R ⊆ CG. If X ∈ R, thenX ≃R ǫ.

Be aware that the converse of Lemma 12 does not hold in
general. That is, ifX ≃R ǫ, there is no guarantee thatX ∈ R.
This basic observation leads to further discussion.

Definition 7. Let R ⊆ CG. A processα is called a≃R-
identity if α ≃R ǫ. We useIdR to denote{X | X ≃R ǫ}.

By Lemma 12 and Definition 6,R ⊆ IdR ⊆ CG. Moreover,

Lemma 13. α ≃R ǫ if and only if α ∈ (IdR)
∗.

Below we will demonstrate that, as a reference set,IdR

plays an important role. At first we state a useful proposition
for relative bisimilarities. It says that≃R is monotone.

Proposition 14. Let R1 ⊆ R2 ⊆ CG. If α ≃R1 β, then
α ≃R2 β.

Corollary 15. Let R1 ⊆ R2 ⊆ CG. Then,IdR1 ⊆ IdR2 .

Intuitively, ≃R is the relative bisimilarity which is induced
by regarding the constants inR asǫ purposely. It is reasonable
to expect thatX ≃IdR ǫ if and only if X ∈ IdR. This intuition
is confirmed by Proposition 16 and its corollaries.

Proposition 16. α ≃R β if and only if α ≃IdR
β.

Corollary 17. Let R1 ⊆ CG andR2 ⊆ CG. If IdR1 = IdR2 ,
thenα ≃R1 β if and only if α ≃R2 β.

Corollary 18. Let R,S ⊆ CG such thatR ⊆ S ⊆ IdR, then
IdS = IdR.

A direct inference of Corollary 18 is the following fact.

Lemma 19. X ≃IdR
ǫ if and only if X ∈ IdR. In other words,

IdIdR = IdR.

The above discussions lead to the following definition.

Definition 8. An R ⊆ CG is calledadmissibleif R = IdR.

The significance of Proposition 14, Proposition 16, and their
corollaries is the revelation of the following fact: The set{≃R

}R⊆CG of all relative bisimilarities is completely determined
by those≃R’s in which R is admissible.

Lemma 20. For everyR ⊆ CG, IdR is admissible.IdR is the
smallest admissible set which containsR.

D. R-redundant Constants

The properties of≃-redundant processes (Definition 2 and
Proposition 3) in Section III-A can now be generalized for the
relative bisimilarity≃R.

Definition 9. LetR ⊆ CG. A processα is≃R-redundant over
γ if αγ ≃R γ. We useRdR(γ) to denote{X | Xγ ≃R γ}.

Note thatRd(γ) defined in Section III-A is exactlyRd∅(γ).
Also note thatIdR is the same asRdR(ǫ).



Lemma 21. If γ ≃R δ, thenRdR(γ) = RdR(δ).

Lemma 22. 1) α ≃R ǫ if and only if α ∈ (IdR)
∗.

2) αγ ≃R γ if and only if α ∈ (RdR(γ))
∗.

Lemma 21 is a direct inference of Lemma 10. Lemma 22
is the strengthened version of Lemma 2.

Now we can state the fundamental theorem for≃R.

Theorem 2. Let R′ = RdR(γ), thenα ≃R′ β if and only if
αγ ≃R βγ.

Proposition 23. Assume thatRdR(γ1) = RdR(γ2), then
αγ1 ≃R βγ1 if and only if αγ2 ≃R βγ2.

Proposition 24. Suppose thatγ ≃R δ and letR′ = RdR(γ) =
RdR(δ). Thenαγ ≃R βδ if and only if α ≃R′ β.

Theorem 2 and Proposition 23 are the strengthened versions
of Theorem 1 and Proposition 3. Proposition 24 is an inference
of Lemma 10 and Theorem 2. Theorem 2 and Proposition 24
act as the relativized version of the congruence property and
the cancellation law.

The following lemma is an inference of Theorem 2.

Lemma 25. RdRdR(δ)(γ) = RdR(γδ).

In the following we discuss the significance of the admis-
sible reference sets. First it is easy to see the following fact
according to Proposition 16.

Lemma 26. RdR(γ) = RdIdR(γ) for everyγ andR.

The following lemma ensures that the admissible set is
preserved under the ‘redundant’ operation.

Lemma 27. If R = RdR′(γ) for someγ, thenR is admissible.

Remark6. Even if R is admissible, it is not guaranteed that
R = RdR′(γ) for someγ andR′. This fact indicates that, even
if ≃R is only attractive for only admissibleR’s, our notion of
R-bisimilarities strictly generalizes the ones in [25].

E. Unique Decomposition Property forR-bisimilarities

WhenΓ is realtime, the setC of process constants can be
divided into two disjoint sets:primesPr andcompositesCm.
Every processα is bisimilar to a sequential composition of
prime constantsP1. . . . .Pr, and moreover, the prime decom-
position is unique (up to bisimilarity). That is, ifP1. . . . .Pr ≃
Q1. . . . .Qs, then r = s andPi ≃ Qi for every 1 ≤ i ≤ r.
This property is calledunique decomposition property, which
is first established by Hirshfeldet al. in [13]. WhenΓ is totally
normed, the unique decomposition property still holds [27].

If Γ is not totally normed, the unique decomposition prop-
erty in the above sense does not hold due to the existence of
redundant processes. However, we expound that, apart from
the existence of redundant constants, the relative bisimilarities
{≃R} enjoys a ‘weakened’ version of unique decomposition
property (Theorem 3), which is still calledunique decompo-
sition propertyin this paper.

Definition 10. Let R ⊆ CG, andX ∈ C.

• X is a≃R-compositeif X ≃R αX ′ for someX ′ andα
such thatX ′ 6∈ IdR andα 6∈ RdR(X

′).
• X is a ≃R-prime if X is neither a≃R-identity nor a

≃R-composite.

According to Definition 10, a constantX ∈ C must act as
one of the three different roles:≃R-identity, ≃R-composite,
or ≃R-prime. We will usePrR andCmR to indicate the set
of ≃R-primes and≃R-composites, respectively. According to
Proposition 16,PrR = PrIdR andCmR = CmIdR

.

Definition 11. We call Pr.Pr−1. . . . .P1 a ≃R-prime decom-
position of α, if α ≃R Pr.Pr−1. . . . .P1, and Pi is a ≃Ri

-
prime for 1 ≤ i ≤ r, if R1 = IdR andRi+1 = RdRi

(Pi) for
1 ≤ i ≤ r − 1.

Note that according to Lemma 27 everyRi for 1 ≤ i ≤ r

is admissible.
The following ‘relativized prime process property’ is crucial

to the unique decomposition property (Theorem 3).

Lemma 28. Suppose thatX , Y are≃R-primes andαX ≃R

βY . ThenX ≃R Y .

Theorem 3 (Unique Decomposition Property forR-bisimilari-
ties). Let Pr.Pr−1. . . . .P1 andQs.Qs−1. . . . .Q1 be≃R-prime
decompositions. LetR1, S1 = IdR and letRi+1 = RdRi

(Pi)
for 1 ≤ i < r andSj+1 = RdSj

(Qj) for 1 ≤ j < s. Then,
r = s, Ri = Si andPi ≃Ri

Qi for 1 ≤ i ≤ r.

IV. N ORMS AND DECREASINGBISIMULATIONS

A. Syntactic Norms vs. Semantic Norms

When Γ is realtime, a natural number callednorm is
assigned to every process. Thenorm of α is the least number
k such thatα

a1−→ ·
a2−→ . . .

ak−→ ǫ for somea1, a2, . . . , ak.
The norm for realtime systems is both syntactic (static) and

semantic (dynamic). It is syntactic because its definition does
not rely on bisimilarity, and it can be efficiently calculated via
greedy strategy merely with the knowledge of rules in∆. It is
semantic, because the norm of a realtime processα is the least
numberk such thatα ≃ ·

a1−→ · ≃ ·
a2−→ · ≃ . . . ≃ ·

ak−→ · ≃ ǫ

for somea1, a2, . . . , ak.
Therefore, we get the coincidence of thesyntactic normand

semantic normfor realtime systems. For non-realtime systems,
however, the syntactic norms and the semantic ones do not
coincide any more. They must be studied separately.

B. Strong Norms and Weak Norms

We define two syntactic norms for non-realtime systems.
The strong norm takes silent actions into account while the
weak norm neglects the contribution of silent actions.

Definition 12. Thestrong normof α, denoted by|α|st, is the

least numberk such thatα
ℓ1−→ ·

ℓ2−→ . . .
ℓk−→ ǫ for some

ℓ1, ℓ2, . . . , ℓk.
Theweak normof α, denoted by|α|wk, is the least number

k such thatα
a1=⇒ ·

a2=⇒ . . .
ak=⇒ ǫ for somea1, a2, . . . , ak.

Lemma 29. 1) |ǫ|st = |ǫ|wk = 0;



2) |αβ|st = |α|st + |β|st; |αβ|wk = |α|wk + |β|wk.

Lemma 30. 1) |α|st = 0 if and only if α = ǫ.
2) |α|wk = 0 if and only if α ∈ C

∗
G (i.e. α =⇒ ǫ).

Lemma 31. If α ≃R β, then |α|wk = |β|wk.

Lemma 32. |X |st is exponentially bounded for everyX .

C. The Semantic Norms

The semantic norms play an important role in our algorithm.
They depend on the involved semantic equivalence. Let≍ be
a process equivalence. A transitionα

ℓ
−→ α′ is called ≍-

preservingif α′ ≍ α.

Definition 13. Let ≍ be a process equivalence. The≍-norm
of α, denoted by‖α‖≍, is the least numberk, such that

α ≍ ·
ℓ1−→ · ≍ ·

ℓ2−→ · ≍ . . . ≍ ·
ℓk−→ · ≍ ǫ.

for some ℓ1, ℓ2, . . . , ℓk. If ‖α‖≍ = k, then any transition
sequence of the form

α
≍
=⇒ ·

ℓ1−→ ·
≍
=⇒ ·

ℓ2−→ ·
≍
=⇒ . . .

≍
=⇒ ·

ℓk−→ ·
≍
=⇒ ǫ (1)

is called awitness pathof ≍-norm for α. The length of the
witness path isk.

Clearly, the≍-norms have the following basic fact:

Lemma 33. If α ≍ β, then‖α‖≍ = ‖β‖≍.

If ≍ is an arbitrary equivalence relation, the witness path
does not always exist, because it is not always the caseα

≍
=⇒

β wheneverα ≍ β. This is one of the motivations of the
forthcoming notion ofdecreasing bisimulation(Definition 15).
For the moment, we introduce the≍-decreasing transitions.

Definition 14. A transition α
ℓ

−→ α′ is ≍-decreasingif
‖α′‖≍ < ‖α‖≍.

According to Definition 13,‖α′‖≍ = ‖α‖≍−1 if α
ℓ

−→ α′

is a≍-decreasing transition. In witness path (1), every transi-
tion

ℓi−→ must be≍-decreasing for1 ≤ i ≤ k.

Definition 15. A process equivalence≍ is a decreasing
bisimulation, if the following conditions are satisfied:

1) If α ≍ ǫ, thenα =⇒ ǫ.
2) If α ≍ β andα

ℓ
−→ α′ is a≍-decreasing transition, then

there existβ′′ and β′ such thatβ
≍
=⇒ β′′ ℓ

−→ β′ and
α′ ≍ β′.

Decreasing bisimulation is a weaker version of bisimulation.
The difference lies in that only decreasing transitions need
to be matched. Be aware that the transitionβ′′ ℓ

−→ β′ in
Definition 15 is forced to be≍-decreasing.

Let ≍ be a decreasing bisimulation. Then any≍-decreasing
transition ofα can be extended to a witness path of≍-norm of
α. The norm‖α‖≍ is equal to the least number of decreasing
transitions fromα to ǫ.

Nearly all equivalences appearing in this paper are decreas-
ing bisimulation. For example:

Proposition 34. ≃R is a decreasing bisimulation for every
R ⊆ CG.

There is no need to define the so-calledR-decreasing bisim-
ulation. The following lemma confirms that, for decreasing
transitions,

ℓ
−→R and

ℓ
−→ are essentially the same.

Lemma 35. If α
ℓ

−→R β is ≃R-decreasing, thenα
ℓ

−→ β′

for someβ′ such thatβ′
R = β.

The following lemma provides a bound for semantic norms.

Lemma 36. If ≍ is a decreasing bisimulation, then‖α‖≍ ≤
|α|st for everyα.

Remark7. The labelled transition graph defined by a normed
BPA Γ can be perceived as adirected graphG (with infinite
number of nodes) whose nodes are the processes and whose
edges are the labelled transitions.G can be extended to
a weighted direct graphin different ways. LetGst be the
weighted extension ofG in which every edge ofG has weight
one. Let Gwk be the one which is the same asGst except
that the weight of every silent transition iszero. The strong
(resp. weak) norm of a processα is the length of the shortest
path fromα to ǫ in Gst (resp. Gwk). Let ≍ be an equivalence
relation on processes. We can define the graphG≍ which is
the same asGst except that the weight ofγ

ℓ
−→ γ′ is setzero

if γ ≍ γ′. A witness path of≍-norm of α corresponds to a
shortest path fromα to ǫ in G≍.

If ≃R is known for everyR, then ≃R-norm of a BPA
process (or constant) can be calculated via the greedy strategy
in an efficient way. It depends on the following property:

1) ‖α‖≃R
= 0 if and only if α ≃R ǫ.

2) ‖αβ‖≃R
= ‖α‖≃R′

+ ‖β‖≃R
in which R′ = Rd

≃
R(β).

It works like a generalization of Breadth-first search, or a
variant of Dijkstra’s algorithm. The detail of the calculation is
omitted, but this idea will be used to calculate the semantic
norms‖ · ‖B

=R

later (Section VI) in the refinement procedure
when constructing new base from the old.

D. Decreasing Bisimulation withR-Expansion of≏

Based on decreasing transitions, we can define a special
notion called decreasing bisimulation withR-expansion of
≏, which will be taken as the refinement operation in our
algorithm. This notion is crucial to the correctness of the
refinement operation. The readers are suggested to review
Definition 6 and Definition 15 before going on.

Definition 16. Let ≍ and≏ be two equivalences on processes
such that=R ⊆ ≍ ⊆ ≏. We say that≍ is anR-expansionof
≏ if the following conditions hold wheneverα ≍ β:

1) α =⇒ ǫ if and only if β =⇒ ǫ.

2) If α
6≏
−→ α′, then eitherβR

≍
=⇒R ·

6≏
−→R β′ for someβ′

such thatα′ ≏ β′.
3) If α

a
−→ α′, thenβR

≍
=⇒R ·

a
−→R β′ for someβ′ such

thatα′ ≏ β′.



We say that≍ is a decreasing bisimulation withR-expansion
of≏ if ≍ is both a decreasing bisimulation and anR-expansion
of ≏.

The following lemma provides another characterization of
the decreasing bisimulation withR-expansion of≏.

Lemma 37. Assume that=R ⊆ ≍ ⊆ ≏. ≍ is an decreasing
bisimulation withR-expansion of≏ if and only if following
conditions hold wheneverα ≍ β andα, β are inR-nf:

1) if α =⇒R ǫ, thenβ =⇒R ǫ;
2) if α

6≍
−→R α′, being≍-decreasing, thenβ

≍
=⇒R ·

6≍
−→R

β′ for someβ′ such thatα′ ≍ β′;
3) if α

6≏
−→R α′, not being≍-decreasing, thenβ

≍
=⇒R

·
6≏
−→R β′ for someβ′ such thatα′ ≏ β′;

4) if α
a

−→R α′, being≍-decreasing, thenβ
≍
=⇒R ·

a
−→R

β′ for someβ′ such thatα′ ≍ β′.
5) if α

a
−→R α′, not being≍-decreasing, thenβ

≍
=⇒R

·
a

−→R β′ for someβ′ such thatα′ ≏ β′.

Remark8. The style of the definition of ‘decreasing bisimula-
tion with expansion’ also appears in [27]. The main difference
is that in this paper, the ‘decreasing transitions’ are semantic,
while in [27], the ‘decreasing transitions’ are syntactic.

The notion of ‘decreasing bisimulation with expansion’ is a
better understanding of the previous refinement operationson
totally normed BPA and BPP [15], [26]. Moreover, this notion
is crucial to the development of a polynomial time algorithm
for branching bisimilarity on totally normed BPA [27].

V. DECOMPOSITIONBASES

In this section, we define a way for finitely representing
a family of equivalences which satisfies unique decomposi-
tion property in the sense of Theorem 3. Such family of
equivalences include{≃R}R and all the intermediate families
of equivalences constructed during the iterations. This finite
representation is named decomposition base.

A. R-blocks andR-orders

To make our algorithm easy to formulate, we need some
technical preparations. The reason will be clear later.

Definition 17. Let R ⊆ CG. We call thatα is R-associate
to β if α ⇐⇒R β. Let X ∈ C \ R. TheR-block related to
X , denoted by[X ]R is the set of all the constants which is

R-associate toX . Namely, [X ]R
def
= {Y | X ⇐⇒R Y }. We

use the termblock to specify anyR-block for R ⊆ CG.

Clearly, twoR-blocks coincide when they overlap. ThusR-
blocks compose a partition ofC \R. The partition is denoted

by CR
def
= {[X ]R | X ∈ C \R}.

We will use the convention that the members of[X ]R for
different R’s are taken from different copy ofC. In other
words, ifR1 6= R2, then[X ]R1 and[X ]R2 are always disjoint,
and they are regarded as different objects, even if they indicate
the same set.

Remark9. The intuition ofR-blocks is obvious. According
to the Computation Lemma (Lemma 11), TheR-associate

constants areR-bisimilar to each other, thus they can be
contracted into a single one. In the work [27] for totally
normed BPA, we prevent the occurrence ofX ⇐⇒ Y

via a preprocess in which mutually associate constants are
contracted into a singe one. For normed BPA discussed in
this paper, we take the same idea but the difficulty is that the
contracting operation cannot be performed uniformly, for it
depends on the reference setR. The only way we can take
is to introduce theR-association and to contractR-associate
constants intoR-blocks for individualR’s. The members in
anR-block are interchangeable.

Be aware that it is possible thatX ≃R ǫ even if X 6∈ R.
In this case we must have[X ]R ⊆ IdR by the Computation
Lemma (Lemma 11). Also note that it is possible thatX ⇐⇒R

ǫ for someR. But these kinds ofR is uninteresting because
by putting suchX into R we can get a larger reference setR′

such that≃R′ = ≃R.
We call a reference setR qualified if X ⇐⇒R ǫ cannot

happen for everyX 6∈ R. The unqualifiedR’s can be pre-
determined. They are useless from now to the end of this
paper. From now on we assume that every reference setR is
qualified. For example when we write ‘for everyR ⊆ CG’,
we refer to everyqualified R which is a subset ofCG. In
particular, every admissible set is qualified.

Lemma 38. All constants in a block[X ]R areR-bisimilar.

Lemma 39. If [X ]R 6= [Y ]R andX =⇒R Y , thenY 6=⇒R X .

The behaviours of[X ]R can be more than the total be-
haviours of its member constants. All the processes asso-
ciate toX should be taken into account. It is possible that
X ⇐⇒R ζX ′ for some ground processζ. For instance we
can haveX =⇒R Z =⇒R ζY =⇒R Y =⇒R X . In this
example,X,Y, Z, ζX, ζY, ζZ are mutuallyR-associate. Thus
the behaviour ofζ should also be taken into account.

Definition 18. Y is anR-propagatingof X (or of [X ]R) if
X ⇐⇒R Y ζX ′ for someζ and X ′. (In this case we must
haveX ′ ⇐⇒R X , andY ζ is ground.)

Lemma 40. Y ∈ RdR(X) if Y is anR-propagating ofX .

Lemma 41. SupposeX ⇐⇒R ζX ′ ℓ
−→R ζ′X ′ such that

ζ′X ′ 6=⇒R X . ThenX ′ ∈ [X ]R, and ζ = Y γ for someY
andγ such that

• Y is anR-propagating of[X ]R.

• Y
ℓ

−→ α andζ′ = αγ.
• X ≃R γX . (i.e. γ ∈ (RdR(X))∗)

• Y.X
ℓ

−→R αX with Y.X ≃R ζX ′ ≃R X andαX ≃R

ζ′X ≃R ζ′X ′.

Lemma 41 shows that the behaviours of[X ]R are com-
pletely determined by the associate constants and the propa-
gating constants ofX , which leads to the following definition.

Definition 19. The R-derived transition
ℓ

7−→R is defined as
follows:



1) Let X̂ ∈ [X ]R andX̂
ℓ

−→R α. If either ℓ 6= τ , or ℓ = τ

andα 6=⇒R X , then [X ]R
ℓ

7−→R α.

2) Let Y be anR-propagating of[X ]R andY
ℓ

−→R α. If

either ℓ 6= τ , or ℓ = τ andα 6=⇒R ǫ, then [X ]R
ℓ

7−→R

α.X .

Lemma 42. SupposeX ⇐⇒R ·
ℓ

−→R α. If either ℓ 6= τ , or
ℓ = τ andα 6=⇒R X , then [X ]R

ℓ
7−→R · ≃R α.

It is technically convenient to treat theR-blocks as the basic
objects in the algorithm, because of the following lemma.

Lemma 43. If [X ]R
τ

7−→R · =⇒R Y , then [Y ]R 6= [X ]R.

Finally we can define an order onR-blocks based on
Lemma 39. For everyR, we fix a linear order<R such that
whenever[X ]R <R [Y ]R, we haveX 6=⇒R Y .

Lemma 44. If [X ]R
τ

7−→R · =⇒R Y , then [Y ]R <R [X ]R.

Example 2. The example illustrates why we have to introduce
possibly different orders<R for differentR’s.

In a normed BPA systemΓ = (C,A,∆), we can have
the following fragment of definition: LetA1, A2, B1, B2 be
constants inCG. We have transition rules:

A1
τ

−→ A2B1, A2
τ

−→ A1B2.

There can be other transitions related to there constants which
is of no importance. Now, take notice of the following facts:

• In the case ofR1 = {B1}, we haveA1
τ

−→R1 A2. Thus
we have[A2]R1 <R1 [A1]R1 . Or, in short,A2 <R1 A1.

• In the case ofR2 = {B2}, we haveA2
τ

−→R2 A1. Thus
we have[A1]R2 <R2 [A2]R2 . Or, in short,A1 <R2 A2.

These two orders<R1 and <R2 are clearly not consistent.
This feature reflects a big difference between normed BPA and
totally normed BPA.

Remark10. There is also a big difference between normed
BPA and normed BPP. In the case of normed BPP [30], [31],
let us say thatX generatesY if X ⇐⇒ Y ‖ X , in while ‘‖’ is
the operator ofparallel composition. Thus, ifX generatesY ,
thenX ⇐⇒ Y n ‖ X henceX ≃ Y n ‖ X for everyn ∈ N.
Suppose thatX

a
−→ ǫ, we have

X ⇐⇒ Y ‖ . . . ‖ Y︸ ︷︷ ︸
n times

‖ X
a

−→ Y ‖ . . . ‖ Y︸ ︷︷ ︸
n times

for everyn ∈ N. Now, if all the

Y ‖ . . . ‖ Y︸ ︷︷ ︸
n times

‖ X

for everyn ∈ N are contracted into a block[X ], then we have

[X ]
ℓ

7−→ Y ‖ . . . ‖ Y︸ ︷︷ ︸
n times

for everyn ∈ N, as is done in the same way as Definition 19.
This example shows that the behaviour of[X ] is infinite
branching. Note that in the case of normed BPA, this situation
is not possible. IfX ⇐⇒ Y ζX , then actions inX can only be

activated afterY ζ is consumed completely. This nice property
of normed BPA simplifies the situation greatly.

B. Decomposition Bases

A decomposition baseB is a family of{BR}R⊆CG in which
everyBR is a quintuple(IdB

R,Pr
B
R,Cm

B
R,Dc

B
R,Rd

B
R).

• Id
B
R is a subset of ground constants calledBR-identities.

• Cm
B
R specifies the set ofBR-composites. A BR-

composite is anIdB
R-block.

• Pr
B
R specifies the set ofBR-primes. A BR-prime is an

Id
B
R-block.

• Rd
B
R is a function whose domain isPr

B
R. Let [X ]IdB

R
be

a BR-prime. The valueRd
B
R([X ]IdB

R
) is a set of ground

constants which are calledBR-redundantover [X ]IdB

R
.

• Dc
B
R is a function whose domain isCm

B
R. Let [X ]IdB

R

be aBR-composite. The valueDc
B
R([X ]IdB

R
) is called

the BR-decompositionof [X ]IdB

R
, which is a string of

blocks [Xr]Rr
[Xr−1]Rr−1 . . . [X2]R2 [X1]R1 with r ≥ 1,

R1 = Id
B
R, [Xi]Ri

∈ Pr
B
Ri

andRi+1 = Rd
B
Ri
([Xi]Ri

)
for every1 ≤ i < r.

To make a decomposition baseB work properly, we need the
following constraints:

1) R ⊆ Id
B
R ⊆ CG.

2) If R ⊆ S, then Id
B
R ⊆ Id

B
S . If R ⊆ S ⊆ Id

B
R, then

Id
B
R = Id

B
S . In particular,IdB

IdB

R
= Id

B
R.

3) BR = BIdB

R
for everyR. WhenR = Id

B
R, R is called

B-admissible. B is completely determined by thoseBR

in which R is B-admissible.
4) If R is B-admissible, thenCm

B
R andPr

B
R are a partition

of R-blocks:Cm
B
R ∪Pr

B
R = CR andCm

B
R ∩Pr

B
R = ∅.

5) Rd
B
R([X ]IdB

R
) is B-admissible provided that[X ]IdB

R
is a

BR-prime. ThusDc
B
R is well-defined.

A decomposition baseB defines a family of string rewriting
system{

B
→R}R⊆CG . The family ofBR-reductionrelations are

defined according to the following structural rules.

X ∈ Id
B
R

X
B
→R ǫ

X 6∈ Id
B
R

X
B
→R [X ]IdB

R

Dc
B
R([X ]IdB

R
) = α

[X ]IdB

R

B
→R α

[X ]IdB

R
∈ Pr

B
R α

B
→RdB

R
([X]

Id
B
R
) α

′

α.[X ]IdB

R

B
→R α′.[X ]IdB

R

β
B
→R β′

α.β
B
→R α.β′

BR-reduction relations are deterministic. Thus for any process
α, the BR-normal-form (in the sense of string rewriting
systems) is unique, and it is called theBR-decomposition
of α. We use the notationdcmpBR(α) to indicate theBR-
decomposition ofα. Processesα and β are BR-equivalent,
notationα

B
=R β, if they have the sameBR-decomposition.

Lemma 45. α B
=R β if and only if dcmpBR(α) = dcmpBR(β).

According to BR-reduction rules, we have the following
characterization ofdcmpBR(α).

Lemma 46. If R is B-admissible, then
• dcmpBR(ǫ) = ǫ.



• If X ∈ R, thendcmpBR(γX) = dcmpBR(γ).
• If X 6∈ R, thendcmpBR(γX) = dcmpBR(γ.[X ]R).
• If [X ]R ∈ CmR, then

dcmpBR(γ.[X ]R) = dcmpBR(γ.DcR([X ]R)).
• If [X ]R ∈ PrR, then

dcmpBR(γ.[X ]R) = (dcmpB
RdB

R
([X]R)

(γ)).[X ]R.

If R is notB-admissible, thendcmpBR(α) = dcmpB
IdB

R

(α).

We list some basic facts.

Lemma 47. α B
=R ǫ if and only if α ∈ Id

B
R. When R is

B-admissible,α
B
=R ǫ if and only if α ∈ R.

Lemma 48. If X1, X2 ∈ [X ]R, then X1
B
=R X2 and

‖X1‖B
=R

= ‖X2‖B
=R

.

We can write‖[X ]R‖B
=R

= ‖X̂‖B
=R

for any X̂ ∈ [X ]R.

Lemma 49. ‖X‖B
=R

≥ 1 if R is B-admissible andX 6∈ R.

Lemma 50. If
B
=R is a decreasing bisimulation, then the size

of Dc
B
R([X ]R) is exponentially bounded.

In the following the superscriptB will often be omitted if
B is clear from the context. For example sometimes we write
PrR for Pr

B
R.

C. Representing≃R via Decomposition Base

We define a decomposition basêB which can represent≃R

for everyR. That is,α
B̂
=R β if and only ifα ≃R β. Theorem 3

is crucial. Moreover, there are other subtleties which deserve
to be mentioned.

Lemma 51. All constants in a block[X ]IdR areR-bisimilar.

The description of̂B = {(IdR,PrR,CmR,DcR,RdR)}R
relies on the family of orders{<R}R defined in Section V-A.
It contains three steps:

• In the first step, we determineIdR for everyR: IdR =
IdR. According to Proposition 14, Proposition 16 and
their corollaries,IdR satisfies constraints 1–3 in Sec-
tion V-B. In particular,R is admissible if and only if
R is B̂-admissible.

• In the second step, we determine other constituents of
B̂R for every B̂-admissibleR:

– PrR = {[X ]R | X ∈ PrR andX 6≃R

Y for everyY <R X}.
– CmR = {[X ]R | X ∈ CmR, or X ∈

PrR andX ≃R Y <R X for someY }.
– If [X ]R ∈ PrR, thenRdR([X ]R) = {Y | Y X ≃R

X}. Be aware thatRdR([X ]R) is admissible (also
B̂-admissible) according to Lemma 27.

– If [X ]R ∈ CmR, then DcR([X ]R) =
[Xr]Rr

[Xr−1]Rr−1 . . . [X2]R2 [X1]R1 , in which
X ≃R Xr.Xr−1. . . . .X1, R1 = R, [Xi]Ri

∈ PrRi

and Ri+1 = RdRi
([Xi]Ri

) for every 1 ≤ i < r.
Thanks to theB̂-admissibility ofRdRi

([Xi]Ri
) for

1 ≤ i ≤ r, DcR([X ]R) is well-defined.

• In the third step, for every non-̂B-admissibleR, B̂IdR

is assigned toB̂R. That is,PrR := PrIdR
, CmR :=

CmIdR
, and so on.

Pay special attention to the descriptions ofPrR andCmR.
They have slightly different fromPrR andCmR. Semantically,
if X ∈ PrR andX ≃R Y , thenY ∈ PrR. In the syntactic
description ofPrR andCmR, we need thêBR-primes to be
absolutely unique, which is accomplished via<R. The orders
<R take effects in double means: LetR be admissible, then

1) Among theR-blocks of≃R-primes, there is exactly one
distinguishedR-block that is qualified as âBR-prime,
which is the<R-minimum one in the related≃R-class.

2) Let [X ]R be aB̂R-prime. If [X ]R
τ

7−→R α, thenX 6
B̂
=R α.

If X =⇒R Y 6=⇒R X , thenX 6
B̂
=R Y .

Every decomposition base constructed during the refinement
procedure in our algorithm will satisfy these two properties.

Remark11. For realtime normed BPA (or BPP), there is an
even strong property. There exists a uniform order ‘<’ on all
the constants such that, wheneverX

ℓ
−→ α is syntactically

(also semantically) decreasing or≍-preserving (for some
appropriate≍), all the constants inα will be strictly less than
X in order ‘<’. In history, this property plays a significant
role in the previous fast bisimilarity decision algorithms[26],
[15].

For totally normed BPA, we have an adaptation of this
strong property, in which the condition becomesX

ℓ
−→ α

is syntactically (no longer semantically) decreasing, or weak-
norm-preserving (no longer≍-preserving) [27].

For non-realtime normed BPA systems, the above require-
ment is definitely too strong to be satisfied, so that the decision
algorithm must be developed in some other ways. This is the
origination of putting semantic norms into the algorithm.

Ultimately we have the following coincidence result.

Proposition 52. α ≃R β if and only if α
B̂
=R β.

VI. D ESCRIPTION OF THEALGORITHM

Our algorithm takes the partition refinement approach. The
purpose is to figure out thêB defined in Section V-C. The
strategy is to start with a special initial baseB0 satisfying
B̂ ⊆ B0 and iteratively refine it. We will use notationB ⊆ D

to mean that
B
=R ⊆

D
=R for everyR. The refinement operation

will be denoted byRef. By takingBi+1 = Ref(Bi), we have
a sequence of decomposition bases

B0,B1,B2, . . .

such that
B0 ⊇ B1 ⊇ B2 ⊇ . . . .

The correctness of the refinement operation adopted in this
paper depends on the following requirements, which will be
proved gradually:

1) B̂ ⊆ B0.
2) Ref(B̂) = B̂.



3) If B̂ ( B, thenB̂ ⊆ Ref(B) ( B.

According to the above three requirements, once the sequence
{Bi}i∈ω becomes stable, sayBi = Bi+1 for somei, we can
affirm that B̂ = Bi.

On the whole, our algorithm is an iteration:

1) Compute the initial baseB0 and letD := B0.
2) Compute the new baseB from the old baseD.
3) If B equalsD then halt and returnB.
4) D := B and go to step 2.

Apparently, the algorithm relies on the initial base and the
refinement step which computesB = Ref(D) from D.

A. Relationships between Old and New Bases

Before describing the algorithm in details, we investigatethe
relationship between two basesB andD assume thatB ⊆ D.

Lemma 53. If B ⊆ D, thenIdB
R ⊆ Id

D
R for everyR.

Remark 12. An interesting consequence according to
Lemma 53 is that, ifR = Id

D
R , thenR = Id

B
R must hold

becauseR ⊆ Id
B
R ⊆ Id

D
R . This confirms the fact that, during

the iteration of refinement, once a reference setR becomes
B-admissible, it preserves the admissibility in the future.

Lemma 54. If B ⊆ D andIdB
R = Id

D
R , thenPr

D
R ⊆ Pr

B
R.

Lemma 55. If B ⊆ D, IdB
R = Id

D
R , andPr

B
R = Pr

D
R , then

Rd
B
R ⊆ Rd

D
R .

Lemma 56. If B ⊆ D, and moreoverIdB
R = Id

D
R , Pr

B
R =

Pr
D
R , andRd

B
R = Rd

D
R for everyR, thenB = D.

The purpose of Lemma 53 to Lemma 56 is to get the
following fact.

Proposition 57. The total number of iterations (i.e. refinement
operations) in our algorithm is exponentially bounded.

B. The Initial Base

The initial baseB0 = {B0,R}R is defined as follows:

• IdR := CG = {X ∈ C | |X |wk = 0} for everyR.

ThusCG is the onlyB0-admissible set.

• PrR := {[P ]CG} where [P ]CG is the <CG-minimum
CG-block satisfying|P |wk = 1. PrR := ∅ in caseCG =
C.

• CmR := CCG \PrR.
• DcR([X ]CG) := [P ]CG . . . [P ]CG︸ ︷︷ ︸

|X|wk times

if [X ]CG ∈ CmR.

• RdR([P ]IdR
) := CG, if PrR = {[P ]IdR

}.

Now B0,R is defined as(IdR,PrR,CmR,DcR,RdR). No-
tice thatB0,R is the same for everyR ⊆ CG.

Lemma 58. α
B0=R β if and only if |α|wk = |β|wk.

Lemma 59. B̂ ⊆ B0. Namely,≃R ⊆
B
=R for everyR.

One can check that all the five constraints described in
Section V-B are satisfied byB0.

C. Expansion Conditions

We start to define new baseB from the old baseD. This
is the core of our algorithm. The newly constructed

B
=R is

made to be a decreasing bisimulation withR-expansion of
D
=R. Referring to Lemma 37, we have

B
=R ⊆

D
=R, and for

everyα, β in R-nf, the following conditions hold whenever
α

B
=R β:

1) if α =⇒R ǫ, thenβ =⇒R ǫ;
2) Wheneverα

τ
−→R α′,

a) if α
τ

−→R α′ is
B
=R-decreasing, thenβ

B
=R=⇒R ·

τ
−→R

β′ for someβ′ such thatα′ B
=R β′;

b) if α
τ

−→R α′ is not
B
=R-decreasing andα 6

D
=R α′, then

β
B
=R=⇒R ·

τ
−→R β′ for someβ′ such thatα′ D

=R β′;

3) Wheneverα
a

−→R α′,

a) if α
a

−→R α′ is
B
=R-decreasing, thenβ

B
=R=⇒R ·

a
−→R

β′ for someβ′ such thatα′ B
=R β′.

b) if α
a

−→R α′ is not
B
=R-decreasing, thenβ

B
=R=⇒R

·
a

−→R β′ for someβ′ such thatα′ D
=R β′.

The above conditions will be calledexpansion conditionsin
the following. Our task is to constructB from D and validate
these expansion conditions. From expansion conditions we can
see that, in case

B
=R =

D
=R,

B
=R must be anR-bisimulation.

Thus when≃R (
D
=R, we must have

B
=R (

D
=R.

Basically, the construction contains three steps:

1) DetermineIdB
R for every qualifiedR. After that, we know

whether a givenR is B-admissible. Note that someR’s
which are notD-admissible can beB-admissible.

2) Determine other constituents ofBR for every B-
admissibleR.

3) For non-B-admissibleR’s, BIdR
is copied toBR.

The third step is relatively trivial. Its correctness depends
on the following lemma.

Lemma 60. If ≃IdB

R
⊆

B
=IdB

R
, then≃R ⊆

B
=R.

The first and second steps of the construction are described
in Section VI-D and Section VI-E.

D. DeterminingIdB
R

First of all, we must determine whatIdB
R is. This problem

asks under what circumstance we can believe thatX
B
=R ǫ for

X ∈ CG. Be aware that Lemma 53 confirms thatId
B
R ⊆ Id

D
R .

The basic idea is to make use of the expansion conditions.

Definition 20. Let S be a set that makesR ⊆ S ⊆ Id
D
R .

We call S an Id
B
R-candidateif the following conditions are

satisfied wheneverX ∈ S \R:

1) If X
τ

−→R α andα 6∈ (IdD
R)

∗, thenǫ
τ

−→R β for some
β such thatdcmpDR(α) = dcmpDR(β).

2) If X
a

−→R α, then ǫ
a

−→R β for someβ such that
dcmpDR(α) = dcmpDR(β).

According to Definition 20,



1) R is an IdB
R-candidate.

2) Id
B
R-candidates are closed under union.

Id
B
R is defined as the largestIdB

R-candidate. One fast way of
computingIdB

R is described as procedure COMPUTINGID(R)
in Fig. 1.

Remark13. We can also determineIdB
R in exponential time

even by directly enumerating all theIdB
R-candidates.

It is easy to check the following properties.

Lemma 61. 1) R ⊆ Id
B
R ⊆ Id

D
R .

2) If R ⊆ S, then Id
B
R ⊆ Id

B
S . If R ⊆ S ⊆ Id

B
R, then

Id
B
R = Id

B
S . In particular,IdB

IdB

R
= Id

B
R.

According toBR-reduction rules in Section V-B,α
B
=R ǫ if

and onlyα ∈ (IdB
R)

∗. Thus(IdB
R)

∗ is the only class that the
B
=R-norm of whose members are zero. The correctness of the
construction ofIdB

R depends on the following lemma.

Lemma 62. Assume that≃R ⊆
D
=R. Thenα ≃R ǫ implies

α
B
=R ǫ.

E. Determining Other Constituents ofBR

When Id
B
R has been determined for everyR, we can

construct the wholeB via a greedy strategy. SinceBR is
completely determined byBIdB

R
, we only need to construct

thoseBR’s in which R is B-admissible.
The algorithm in Fig. 2 constructsBR and compute the

B
=R-

norms of [X ]R’s for everyB-admissibleR at the same time
via the greedy strategy. When the program starts an iteration
of repeat-block at line 4, it attempts to find all the blocks
[X ]R’s such that‖X‖B

=R

= m. In the algorithmdR[[X ]R] is
used to indicate‖X‖B

=R

. We also writedR(α) for ‖α‖B
=R

.
Precisely,

dR(α)
def
=

r∑

i=1

dR[[Xi]Ri
], (2)

if dcmpBR(α) = [Xr]Rr
[Xr−1]Rr−1 . . . [X1]R1 . The algorithm

maintains two setsU andV. They forms a partition of all the
B-admissible blocks. (A block[X ]R is B-admissible ifR is
B-admissible. ) During the execution of the algorithm, we can
move a certain[X ]R from U to V. At that time, we define
the related information for[X ]R: determine whether[X ]R is
a BR-prime or aBR-composite; computeRd

B
R([X ]R) if it is

a BR-prime; computeDc
B
R([X ]R) if it is a BR-composite.

In the following, we say that a block[X ]R is treated if
[X ]R ∈ V. When [X ]R is selected during the execution of
the algorithm, it is calledunder treating. Every time[X ]R is
under treating, we confirm the following fact:

• If [X ]R
ℓ

7−→R α with dR(α) = m− 1, (
B
=R-decreasing)

• or if [X ]R
τ

7−→R α with dR(α) = m, (possibly
B
=R-

preserving. )
then all the blocks in theBR-decomposition ofα have been
treated, thus the related information forα is already known.
The first case is guaranteed by the non-decrease ofm. The
second case is by the aid of the order<R. These are two

COMPUTINGID(R):
1) Id

B
R := Id

D
R .

2) while there existsX ∈ Id
B
R − R such that one of the

followings are violated:

• If X
τ

−→R α andα 6∈ (IdD
R)∗, then ǫ

τ
−→R β for

someβ such thatα
D
=R β.

• If X
a

−→R α, then ǫ
a

−→R β for someβ such that
α

D
=R β.

do removeY from Id
B
R for everyY =⇒R ζ =⇒R ǫ and

X appears inζ.
end while

INITIALIZING :
1) for everyB-admissibleR

Pr
B
R := ∅ ; Cm

B
R := ∅.

for every [X]R ∈ CR

Dc
B
R([X]R) := ⊥ ; Rd

B
R([X]R) := ⊥.

dR[[X]R] := ⊥.
end for

end for
2) U := {[X]R | R = Id

B
R and [X]R ∈ CR};

V := ∅;
T := ∅.

EXPANDR(X, [Yk]Rk
. . . [Y1]R1):

1) if X 6
D
=R Yk . . . Y1 then

return false.
2) if the followings conditions are met:

• Whenever[X]R
ℓ

7−→R α, then

a) if dR(α) = m − 1, then [Yk]Rk

ℓ
7−→Rk

ζ such

thatα
B
=R ζ.Yk−1. . . . .Y1.

b) else, eitherℓ = τ and α
D
=R Yk. . . . .Y1, or

[Yk]Rk

ℓ
7−→Rk

ζ such thatα
D
=R ζ.Yk−1. . . . .Y1.

• Either [X]R
τ

7−→R α for someα such thatα
B
=R

Yk. . . . .Y1; or whenever[Yk]Rk

ℓ
7−→Rk

ζ,

a) if dR(γ.Yk−1. . . . .Y1) = m−1, then[X]R
ℓ

7−→R

α for someα such thatα
B
=R ζ.Yk−1. . . . .Y1.

b) else,[X]R
ℓ

7−→R α for someα such thatα
D
=R

ζ.Yk−1. . . . .Y1.
then

return true .
else

return false.

COMPUTINGRDR([X ]R):

1) T := {W | W.X
D
=R X}; Rd

B
R([X]R) := T .

2) while there existsY ∈ Rd
B
R([X]R) such that one of the

followings are violated:

• If Y
τ

−→ ζ andζ 6∈ T ∗, then[X]R
τ

7−→R β for some
β such thatζ.X

D
=R β.

• If Y
a

−→ ζ, then[X]R
τ

7−→R β for someβ such that
ζ.X

D
= β.

do remove Y from Rd
B
R([X]R) for every Y =⇒R

ζ =⇒R ǫ andX appears inζ.
end while

Figure 1. Constructing New Base: Part I



CONSTRUCTINGNEWBASE:

1) for everyR
COMPUTINGID(R).

end for
2) INITIALIZING .
3) m := 1.
4) repeat
5) while their exists[X ]R ∈ U such that

[X ]R
ℓ

7−→ γ anddR[γ] = m− 1,
do

select one of such[X ]R which is<R-minimum.
dR[[X ]R] := m.
if there existsδ such that

EXPANDR(X, dcmpBR(δ)), then
put [X ]R into Cm

B
R.

Dc
B
R([X ]R) := dcmpBR(δ).

else
put [X ]R into Pr

B
R.

COMPUTINGRDR([X ]R) .
end if
move [X ]R from U to V.

end while
6) while their exists[X ]R ∈ U such that

[X ]R
τ

7−→R γ anddR(γ) = m,
do

if EXPANDR(X, dcmpBR(γ)), then
put [X ]R into Cm

B
R.

dR[[X ]R] := m.
Dc

B
R([X ]R) := dcmpBR(α).

move [X ]R from U to V.
else

move [X ]R from U to T.
end if

end while
7) put every block inT into U.
8) m := m+ 1.

until U = ∅
9) for every non-B-admissibleR

B′
R := B′

IdB

R

.
end for

Figure 2. Constructing New Base: Part II

cases which correspond to two different possibilities thatthe
BR-norm of [X ]R can be declared asm.

Remark 14. If R is not B-admissible, the second part of
the above fact cannot always be satisfied. This is one of the
reasons why we must constructBR only for B-admissibleR’s
at first and then copy back to all otherR’s.

1) Treating [X ]R: The First Possibility. : There exists a

witness path of[X ]R starting with a
B
=R-decreasing transition.

That is, [X ]R
ℓ

7−→R γ for someγ such that‖γ‖B
=R

= m− 1.
This possibility is treated via thewhile-block at line 5.

At the time we have knowndcmpBR(γ). The first problem
is to decide whether[X ]R is a prime or a composite. To this
end, we try to guess a candidate for decomposition of[X ]R,
say [Yk]Rk

[Yk−1]Rk−1
. . . [Y1]R1 with R1 = R and Ri+1 =

Rd
B
Ri
(Yi) for 1 ≤ i < k. If this decomposition is ‘right’,

we will haveX
B
=R Yk . . . Y1. Since

B
=R will be ensured to

be a decreasing bisimulation. We must have a matching of
[X ]R

ℓ
7−→R γ from [Yk]Rk

. . . [Y1]R1 , which must be induced
by [Yk]Rk

. From the above investigation, we can require that
[Yk−1]Rk−1

. . . [Y1]R1 is a suffix of dcmpBR(γ). In summary,
in order to guess a candidate for decomposition of[X ]R, we
need to:

• Guessk. Thus [Yk−1]Rk−1
. . . [Y1]R1 is obtained from

dcmpBR(γ).
• Guess[Yk]Rk

, which ensures that‖Yk . . . Y1‖B
=R

= m.

If k > 1, then every‖Yi‖B
=Ri

< m thus [Yi]Ri
∈ V for every

1 ≤ i ≤ k. If k = 1, then we guessDc
B
R([X ]R) = [Y1]R for

Y1 <R X . If every time we pick out the<R-minimum such
[X ]R, then we can ensure that[Y1]R ∈ V.

Remark15. It is probable that[X1]R <R [X2]R and [X2]R
is treated before[X1]R. For example, it is probable that
‖X2‖B

=R

<R ‖X1‖B
=R

. But taking our way, we can ensure that
[X1]R is treated before[X2]R whenever[X1]R <R [X2]R and
[X1]R

B
=R [X2]R.

After one candidate[Yk]Rk
. . . [Y1]R1 is found, we will make

use of the expansion conditions (Section VI-C) to decide
whetherDc

B
R([X ]R) can be defined as[Yk]Rk

. . . [Y1]R1 . This
is done by EXPANDR(X, [Yk]Rk

. . . [Y1]R1) defined in Fig. 1.
2) Treating[X ]R: The Second Possibility. :Every witness

path of [X ]R starts with a
B′

=R-preserving silent transition.

That is,‖γ‖B′

=R

≥ m for everyγ such that[X ]R
ℓ

7−→R γ, but

[X ]R
τ

7−→R γ for someγ such thatX
B
=R γ (which needs to

be confirmed) and‖γ‖B
=R

= m. This possibility is treated via
the while-blocks at line 6.

This possibility is relatively easy because there is no
need to guess the candidates for decomposition of[X ]R.
If X

B
=R γ, we must haveDc

B
R([X ]R) = dcmpBR(γ).

Let [Yk]Rk
. . . [Y1]R1 be dcmpBR(γ). Then we will check

EXPANDR(X, [Yk]Rk
. . . [Y1]R1). Note that it is unnessesary

to check the second half of expansion conditions, because
[X ]R

τ
7−→R ·

B
=R γ always holds.

3) DeterminingRd
B
R([X ]R): When [X ]R is declared as

a BR-prime. There is an extra work: defineRd
B
R([X ]R).

Intuitively Rd
B
R([X ]R) contains all the constantsY which

makeY.X
B
=R X . It is necessary thatY ∈ CG. We can use

the same way of determiningIdB
R to determineRd

B
R([X ]R).

Definition 21. Let [X ]R be a BR-prime, let T be the set

{W | W.X
D
=R X}, and letS ⊆ T . We callS anRd

B
R([X ]R)-

candidateif the following conditions are satisfied whenever
Y ∈ S:

1) If Y
τ

−→ ζ and ζ 6∈ T ∗, then [X ]R
τ

7−→ β for someβ

such thatζ.X
D
=R β.



2) If Y
a

−→ ζ, then [X ]R
τ

7−→R β for someβ such that
ζ.X

D
=R β.

According to Definition 21,

1) ∅ is anRd
B
R([X ]R)-candidate.

2) Rd
B
R([X ]R)-candidates are closed under union.

Rd
B
R([X ]R) is defined as the largestRd

B
R([X ]R)-candidate.

One fast way of computingRd
B
R([X ]R) is described as

procedure COMPUTINGRDR([X ]R) in Fig. 1.
4) Basic Properties of the Construction:We point out the

following important properties.

Lemma 63. Rd
B
R([X ]R) constructed above isB-admissible.

Lemma 64. dR[[X ]R] computed in our algorithm is equal to
‖X‖B

=R

. As an inference ,dR(α) = ‖α‖B
=R

.

Lemma 65. B ⊆ D. Moreover, if B̂ ( D, thenB ( D.

F. The Correctness of the Refinement Operation

Remember Lemma 59 and Lemma 65. The remain thing is
to confirm the following fact.

Theorem 4. Suppose thatB̂ ⊆ D, then B̂ ⊆ B. Namely,
α ≃R β impliesα

B
=R β for everyR.

It is enough to prove Theorem 4 under the assumption that
R’s are B-admissible. If≃R ⊆

B
=R for every B-admissible

R’s, then for non-B-admissibleR we have≃R ⊆ ≃IdB

R
⊆

B
=IdB

R
=

B
=R.

The correctness of Theorem 4 relies on some important
observations. The following one is crucial.

Lemma 66. Let R be B-admissible. Letγ = Yk . . . Y1

and δ = Zl . . . Z1 such that [Yk]Rk
[Yk−1]Rk−1

. . . [Y1]R1

and[Zl]Sl
[Zl−1]Sl−1

. . . [Z1]S1 are twoBR-decompositions, in
which R1, S1 = R andRi+1 = RdRi

(Yi) for 1 ≤ i < k and
Sj+1 = RdSj

(Zj) for 1 ≤ j < l. If γ and δ satisfy the
expansion conditions forBR, then we havek = l, Ri = Si

and [Yi]Ri
= [Zi]Si

for 1 ≤ i ≤ k.

Lemma 66 confirms that, when[X ]R is being treated,
at most one decomposition candidate[Yk]Rk

. . . [Y1]R1 can
make EXPANDR(X, [Yk]Rk

. . . [Y1]R1) return true. If such a
candidate exists, it is declared asDc

B
R([X ]R) and and[X ]R

is declared as aBR-composite; otherwise[X ]R is declared
as aBR-prime. Decreasing bisimulation property is crucial
to validate Lemma 66. This is why

B
=R must be constructed

as a decreasing bisimulation withR-expansion of
D
=R (Sec-

tion VI-C), rather than simply defined asR-expansion of
D
=R.

Apparently, the proof of Theorem 4 should be done by
induction. Remember that our algorithm maintains a setV,
containing all the blocks which have been treated. We will
suppose thatR is B-admissible and let[X ]R be a block which
is about to be put intoV. We try to prove Proposition 69.
A processα is called BR,V-applicable if the derivation of

α
B
→R dcmpBR(α) (refer to Section V-B) only depends on the

blocks in V. The following statement is used as induction
hypothesis:

IH . Let S be an arbitraryB-admissible set. Suppose thatγ

is BS,V-applicable, anddcmpB̂S(γ) = [Wu]Su
. . . [W1]S1 .

ThenWu . . .W1 is BS,V-applicable, anddcmpBS,V(γ) =

dcmpBS,V(Wu . . .W1). That is,γ
B
=S Wu . . .W1.

WhenV contains all blocks, we can get Theorem 4.
Making use ofIH we can establish the following.

Lemma 67. SupposeS is B-admissible anddcmpB̂S(W ) =
[Wu]Su

. . . [W1]S1 , andWu . . .W1 is BS,V-applicable.

1) If ‖Wu . . .W1‖B
=S

< m, then [W ]S ∈ V and W
B
=S

Wu . . .W1.
2) If ‖Wu . . .W1‖B

=S

= m andW <S X , then [W ]S ∈ V

andW
B
=S Wu . . .W1.

With Lemma 67 andIH , we can show the following
auxiliary lemma.

Lemma 68. Suppose[X ]R be a B̂R-composite, and assume
thatDc

B̂
R([X ]R) = [Zt]Rt

. . . [Z1]R1 . ThenZt . . . Z1 is BR,V-
applicable.

Now, the following Proposition 69 is obtained by Lemma 68
and Lemma 66, and finally Theorem 4 is proved.

Proposition 69. Suppose[X ]R be a B̂R-composite, and
assume thatDc

B̂
R([X ]R) = [Zt]Rt

. . . [Z1]R1 . Then X
B
=R

Zt . . . Z1.

G. Remark

Remark 16. The refinement steps defined in previous
works [13], [15], [27] have the following interesting property,
which says that

B
= is the largestdecreasing bisimulation with

expansion of
D
=, in which

• B and D are the new and the old base corresponding
to the related works, and

B
= is the equivalence relation

generated byB;
• ‘decreasing’ is syntectic;
• ‘decreasing bisimulation with expansion’ is a simplified

version of the one in Definition 16.

This fact is also pointed out in [27]. Before this, a step
of refinement is divided into two stages, and in [27], it is
pointed out that this two-stage understanding does not fit
well for branching bisimilarity, thus the notion ofdecreasing
bisimulation with expansionis invented accordingly.

In this paper, however, we do not claim that
B
=R is the

largest decreasing bisimulation with expansion of
D
=R. We

surmise that the ‘largest’ does not always make sense, because
semantic norms take the place of syntactic ones. Fortunately,
the correctness of the algorithm does not rely on the ‘largest’.
It only relies on the three requirements stated at the beginning
of Section VI.



H. The Time Complexity

The running time of our algorithm is exponentially bounded,
according to its description, together with Lemma 32,
Lemma 36, Lemma 50, and Proposition 57. Finally, we can
conclude.

Theorem 5. Branching bisimilarity on normed BPA is
EXPTIME-complete.

VII. E XAMPLES

A. Example One

Let us illustrate the algorithm for the following normed BPA
systemΓ = (C,A,∆) in which

• C = {A0, A1, B, C};
• A = {a, b, τ};
• ∆ contains the following rules:

A0
a

−→ A1, A1
a

−→ A0, A0
b

−→ ǫ, A1
b

−→ B,
B

a
−→ ǫ, B

τ
−→ ǫ, C

a
−→ C, C

τ
−→ ǫ.

By direct observation, we haveA0.C ≃ A1.C butA0 6≃ A1,
this observation tells us thatA0 ≃{C} A1.

Another observation is that,A0.A0.C ≃ A1.A0.C but
A0.A0 6≃ A1.A0, which tells us that even ifA0 6∈ Rd(C),
we still cannot cancel the rightmostC.

Below we will demonstrate the behaviour of the algorithm
on this systemΓ to get more valuable facts.

1) Preprocessing:The ground constantsCG = {B,C}.
Thus the reference set can be∅, {B}, {C}, and{B,C}. All
these sets are qualified. We have[X ]R = {X} for everyR ⊆
CG andX ∈ C\R. We can also find that theR-propagating of
X are always the empty set for everyR ⊆ CG andX ∈ C\R.
Thus [X ]R 7−→R α if and only if X −→R α. Therefore, we
will simply write X for [X ]R.

We know that∅-transitions−→∅ is exactly−→. For future
use, we list the{B,C}-transitions−→{B,C}:

A0
a

−→{B,C} A1, A1
a

−→{B,C} A0, A0
b

−→{B,C} ǫ,

A1
b

−→{B,C} ǫ, ǫ
a

−→{B,C} ǫ, ǫ
τ

−→{B,C} ǫ.

The order ofR-blocks does not matter in this example. We
choose the following orders:

• A0 <∅ A1 <∅ B <∅ C.
• A0 <{B} A1 <{B} C.
• A0 <{C} A1 <{C} B.
• A0 <{B,C} A1.

Finally, |B|wk = |C|wk = 0; |A0|wk = |A1|wk = 1.
2) The Initial Base: Now we define the initial baseB0

according to Section VI-B. We know thatIdR = {B,C} for
every R ⊆ {B,C}. The onlyB0-admissible set is{B,C}.
ThereforeB0,R = B0,{B,C} for every R ⊆ {B,C}, and
B0,{B,C} is defined as follows:

• Pr{B,C} = {A0}.
• Cm{B,C} = {A1}.
• Dc{B,C}(A1) = {A0}
• Rd{B,C}(A0) = {B,C}.

The date of the initial base is summarized as follows:
blocks ord norm Pr Cm Rd Dc

[A0]{B,C} 1 1 X {B,C}
[A1]{B,C} 2 1 X [A0]{B,C}

Finally, B0 is assigned toD.

3) The 1st Iteration:First, we calculateIdB
R for everyR ⊆

CG via COMPUTINGID(R) . We obtain:

• Id
B
∅ = ∅, and

• Id
B
{B} = Id

B
{C} = Id

B
{B,C} = {B,C}.

Thus only∅ and{B,C} areB-admissible.

Now we go into the main part. At first,

• U = {[A0]∅, [A1]∅, [B]∅, [C]∅, [A0]{B,C}, [A1]{B,C}}.
• V = ∅.

Now let m = 1 and explore therepeat-block. Since
A0

b
−→ ǫ andd∅(ǫ) = 0, and moreover[A0]∅ is <∅ minimum,

[A0]∅ is selected fromU. [A0]∅ is deemed to be aB∅-prime
because there is no candidate of decomposition of[A0]∅. Thus
[A0]∅ is put into Pr

B
∅ . Then we computeRd

B
∅ ([A0]∅) via

COMPUTINGRDR([A0]∅), and the result isRd
B
∅ ([A0]∅) =

{B,C}. After that [A0]∅ is put intoV. Next, we can select
[B]∅ from U. The only candidate for decomposition of[B]∅ is
[A0]∅. One can check that EXPAND∅(B, [A0]∅) returnsfalse,
thus we can affirm that[B]∅ is aB∅-prime, andRd

B
∅ ([B]∅) =

{B,C} can be computed in the same way. Next,[C]∅,
[A0]{B,C}, and [A1]{B,C} are treated successively.[C]∅ and
[A0]{B,C} areB-primes.[A1]{B,C} is, however, aB-composite
because one can check EXPAND{B,C}(A1, [A0]{B,C}) return
true. Now Dc

B
{B,C}([A1]{B,C}) = [A0]{B,C}.

Now m = 2. BecauseA1
a

−→∅ A0 and d∅(A0) = 1, we
can select[A1]∅ from U and defined∅[A1] = 2. We can check
that [A1]∅ is prime too, andRd

B
{B,C}([A1]∅) = {B,C}.

The date computed in this iteration is summarized as
follows:

blocks ord norm Pr Cm Rd Dc

[A0]∅ 1 1 X {B,C}
[A1]∅ 6 2 X {B,C}
[B]∅ 2 1 X {B,C}
[C]∅ 3 1 X {B,C}

[A0]{B,C} 4 1 X {B,C}
[A1]{B,C} 5 1 X [A0]{B,C}

Finally, B is assigned toD.

4) The 2nd Iteration:We calculateIdB
R for everyR ⊆ CG

via COMPUTINGID(R) at first. Once again,∅ and{B,C} are
B-admissible.

Whenm = 1, we find [A0]∅, [B]∅, [C]∅ ∈ Pr
B
∅ , in which

Rd
B
∅ ([A0]∅) = Rd

B
∅ ([B]∅) = ∅ andRd

B
∅ ([C]∅) = {B,C}.

Then we find [A0]{B,C} ∈ Pr
B
{B,C} and [A1]{B,C} ∈

Cm
B
{B,C}. When m = 2, we find that [A1]∅ ∈ Pr

B
∅ and

Rd
B
∅ ([A1]∅) = ∅.

The date computed in this iteration is summarized as
follows:



blocks ord norm Pr Cm Rd Dc

[A0]∅ 1 1 X ∅
[A1]∅ 6 2 X ∅
[B]∅ 2 1 X ∅
[C]∅ 3 1 X {B,C}

[A0]{B,C} 4 1 X {B,C}
[A1]{B,C} 5 1 X [A0]{B,C}

We find an interesting fact that the only difference between
B andD is Rd

B
∅ ( Rd

D
∅ . Compare this fact with Lemma 55.

Finally, B is assigned toD.
5) The 3rd Iteration: In this iteration, we can obtain that

B = D. Therefore the algorithm stops here. We can draw the
conclusion thatB̂ = D. In other words,≃R =

D
=R for every

R ⊆ CG.
6) Conclusion: We confirm thatA0 6≃ A1 by showing

dcmpB̂∅ (A0) 6= dcmpB̂∅ (A1). In fact, dcmpB̂∅ (A0) = [A0]∅ and

dcmpB̂∅ (A1) = [A1]∅.
We can showA0.C ≃ A1.C. Using theB̂-reduction rules

defined in Section V-B, we have

• C
B̂
→∅ [C]∅;

• Rd
B̂
∅ ([C]∅) = {B,C};

• A0
B̂
→{B,C} [A0]{B,C};

• A1
B̂
→{B,C} [A1]{B,C}

B̂
→{B,C} [A0]{B,C}.

Therefore, we have

dcmp∅(A0.C) = dcmp∅(A1.C) = [A0]{B,C}[C]∅,

henceA0.C ≃ A1.C.
Actually, we can show

1) For everyi1, j1, . . . , it, jt ∈ {0, 1}, we have

Ait . . . . .Ai1 .C ≃ Ajt . . . . .Aj1 .C.

2) For everyi1, j1, . . . , it, jt ∈ {0, 1},

Ait . . . . .Ai1 ≃ Ajt . . . . .Aj1

if and only if i1 = j1, . . . , it = jt.

VIII. R EMARK

The algorithm described in Section VI can be further
improved. For example, in therepeat-block at line 4, although
m can be exponentially large, there is no need to enumerate
every m. We can compute the next candidate ofm based
on the right-hand-sides of∆. Thus only polynomial number
of candidates ofm is available. In addition, we notice that,
although the length of the decomposition of[X ]R can be
exponentially large, the technique of string compression can
be used such that the representation and manipulation of
strings can be implemented in polynomial time. This is done
in all the previous works on polynomial-time algorithms for
checking bisimilarity on realtime BPA. Ultimately, the number
of ground constants is essentially the only factor of the expo-
nential time. Therefore, we claim that branching bisimilarity
on normed BPA is in fact fixed parameter tractable.
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APPENDIX A
PROOFS INSECTION III

A. Proof of the Computation Lemma

1) Proof of Lemma 1:We present a complete proof of
Lemma 1 here which depends only on Definition 1. Though
Lemma 1 is well-known, the proof here has some subtleties.
Importantly, the proof framework will be used to show
Lemma 11.

Let

α = α0
τ

−→ α1
τ

−→ α2
τ

−→ . . .
τ

−→ αk ≃ α.

We show thatαi ≃ αj for every0 ≤ i, j ≤ k. To this end, let

S
def
= {(αi, αj) | 0 ≤ i, j ≤ k}, and construct the equivalence

relation≍
def
= (S∪≃)∗. We emphasize thatS can be viewed as

a single ‘equivalence class’, becauseS is both symmetric and
transitive, and connective. We confirm that≍ is a bisimulation.
The crux is to show the followingkey property: For every
i, j ∈ {0, 1, . . . , k},

1) If αi
a

−→ γ, thenαj
≍
=⇒ ·

a
−→ δ for someδ such that

γ ≃ δ.

2) If αi
6≍
−→ γ, thenαj

≍
=⇒ ·

6≍
−→ δ for someδ such that

γ ≃ δ.
To show this property, we study the following two cases:
• i ≥ j. In this case, we haveαj

≍
=⇒ αi. By letting δ = γ,

we get the key property.
• i < j. In this case, we will make use of the factα ≃ αk.

Consider the transitionα
τ

−→ α1. Now eitherα1 ≃ αk,
or αk

≃
=⇒ ·

τ
−→ α′

1 such thatα1 ≃ α′
1. In view of

(α, α1) ∈ S, we conclude that in either case,αk
≍
=⇒ α′

1

for someα′
1 such thatα1 ≃ α′

1. By repeatedly applying
the above argument. We can show thatαk

≍
=⇒ α′

i for
someα′

i such thatαi ≃ α′
i. Sinceαj

≍
=⇒ αk, we now

haveαj
≍
=⇒ α′

i such thatαi ≃ α′
i. Now it is a routine

work to justify the key property. For example, suppose
that αi

a
−→ γ, then we haveαj

≍
=⇒ α′

i

≍
=⇒ ·

a
−→ δ for

someδ such thatγ ≃ δ.

Remark17. We can show the bisimulation property of≍ by
repeatedly using thekey propertyand the bisimulation property
of ≃. Be very careful that it would be a mistake if the ‘key
property’ was modified slightly as follows: For everyi, j ∈
{0, 1, . . . , k},

1) If αi
a

−→ γ, thenαj
≍
=⇒ ·

a
−→ δ for someδ such that

γ ≍ δ.
2) If αi

6≍
−→ γ, thenαj

≍
=⇒ ·

6≍
−→ δ for someδ such that

γ ≍ δ.
This mistake is essentially the same as the well-known mistake
of ‘weak bisimulation up-to weak bisimilarity’. To get a better
understanding of the mistake, readers are referred to Chapter 5
of [22], especially Section 5.7.

2) Proof of Lemma 11:This proof is an adaptation of the
proof of Lemma 1.

Let R ⊆ CG and letα be inR-nf. Suppose that

α = α0
τ

−→R α1
τ

−→R α2
τ

−→R . . .
τ

−→R αk ≃R α.
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We show thatαi ≃R αj for every0 ≤ i, j ≤ k. To this end, let

S
def
= {(αi, αj) | 0 ≤ i, j ≤ k}, and construct≍

def
= (S∪≃R)

∗.
We confirm that≍ is anR-bisimulation (via Proposition 9).
First of all, we point out the following basic facts:

• ≍ is an equivalence relation.
• S is symmetric, transitive, and connective.
• =R ⊆ ≍. (Because=R ⊆ ≃R and≃R ⊆ ≍. )
• If αi =⇒ ǫ for some0 ≤ i ≤ k, thenαj =⇒ ǫ for every

0 ≤ j ≤ k.
• All αi’s are inR-nf for 0 ≤ i ≤ k.

The crux of the proof is to show the followingkey property:
For everyi, j ∈ {0, 1, . . . , k},

1) If αi
a

−→R γ, thenαj
≍
=⇒R ·

a
−→R δ for someδ such

that γ ≃R δ.

2) If αi
6≍
−→R γ, thenαj

≍
=⇒R ·

6≍
−→R δ for someδ such

that γ ≃R δ.

To show this property, we study the following two cases:

• i ≥ j. In this case, we haveαj
≍
=⇒R αi. By letting

δ = γ, we get the key property.
• i < j. In this case, we will make use of the fact

α ≃R αk. Consider the transitionα
τ

−→R α1. Now either
α1 ≃R αk, or αk

≃
=⇒R ·

τ
−→R α′

1 such thatα1 ≃R α′
1.

In view of (α, α1) ∈ S, we conclude that in either case,
αk

≍
=⇒R α′

1 for someα′
1 such thatα1 ≃R α′

1. By
repeatedly applying the above argument. We can show
that αk

≍
=⇒R α′

i for someα′
i such thatαi ≃R α′

i.
Sinceαj

≍
=⇒R αk, we now haveαj

≍
=⇒R α′

i such that
αi ≃R α′

i. Now it is a routine work to justify the key
property. For example, suppose thatαi

a
−→R γ, then we

haveαj
≍
=⇒R α′

i

≍
=⇒R ·

a
−→R δ for someδ such that

γ ≃R δ.

B. Proof of Proposition 14

SupposeR1 ⊆ R2. We show that

≍
def
= (≃R1 ∪ ≃R2)

∗

is anR2-bisimulation.
We emphasize the following basic facts:

• ≃R1 ⊆ ≍ and≃R2 ⊆ ≍.
• =R2 ⊆ ≍.
• ≃R1 , ≃R2 , ≍ are all equivalence relations.

In order to show that≍ is anR2-bisimulation, we design
the following propertyI and II :

I . Suppose there areα andβ satisfyingα ≃R1 β, then

1) if α =⇒ ǫ, thenβ =⇒ ǫ;

2) if α
6≍
−→ α′, thenβR2

≍
=⇒R2 ·

6≍
−→R2 β′ for someβ′

such thatα′ ≃R1 · ≃R2 β′;
3) if α

a
−→ α′, thenβR2

≍
=⇒R2 ·

a
−→R2 β′ for someβ′

such thatα′ ≃R1 · ≃R2 β′.

II . Suppose there areα andβ satisfyingα ≃R2 β, then

1) if α =⇒ ǫ, thenβ =⇒ ǫ;
2) if α

6≍
−→ α′, thenβR2

≍
=⇒R2 ·

6≍
−→R2 β′ for someβ′

such thatα′ ≃R2 β′;

3) if α
a

−→ α′, thenβR2

≍
=⇒R2 ·

a
−→R2 β′ for someβ′

such thatα′ ≃R2 β′.

Note that, ifα ≍ β, then we must have

α ≃Ri1
· ≃Ri2

· . . . · ≃Rin
β

for somen ∈ N and ik ∈ {1, 2} for every 1 ≤ k ≤ n.
Therefore, by repeatedly using the propertyI and II , we can
obtain that≍ is a bisimulation.

We can observe that the propertyII is an direct inference
of the bisimulation property of≃R2 . Thus it suffices to prove
propertyI .

Condition 1 (i.e. ground preservation) is trivial. Other two
conditions have the same structures and Condition 3 cannot
be more difficult than Condition 2. Thus we choose to prove
Condition 2.

Suppose there areα andβ satisfyingα ≃R1 β. According
to Definition 6, we have:

• if α
6≃R1−→ α′, then βR1

≃R1=⇒R1 ·
6≃R1−→R1 β′ for someβ′

such thatα′ ≃R1 β′.

Assumeα
6≍
−→ α′. Because≃R1 ⊆ ≍, we must haveα

6≃R1−→

α′. We can findβ′ such thatβR1

≃R1=⇒R1 ·
6≃R1−→R1 β′ and

α′ ≃R1 β′. In view of Lemma 6 and Lemma 7, we have

β =R1 ·
≃R1=⇒ ·

6≃R1−→ · =R1 β′

for someβ′ such thatα′ ≃R1 β′. SinceR1 ⊆ R2, we have
=R1 ⊆ =R2 . Also note that≃R1 ⊆ ≍. Thus

β =R2 ·
≍
=⇒ β′′ τ

−→ · =R2 β′

for someβ′, β′′ such thatα′ ≃R1 β′. We can ensure that
β′′ 6≍ β′, becauseβ′′ ≍ β ≍ α 6≍ α′ ≍ β′. Therefore,

β =R2 ·
≍
=⇒ ·

6≍
−→ · =R2 β′

for someβ′ such thatα′ ≃R1 β′. Applying Lemma 6 and
Lemma 7 repeatedly, and remembering=R2⊆≃R2 , we have

βR2

≍
=⇒R2 ·

6≍
−→R2 β′

R2

for someβ′
R2

such thatα′ ≃R1 · ≃R2 β′
R2

.

Remark 18. We make a mistake in the previous version,
because we take the following slightly different variant of
propertyI and II :

I’ . Suppose there areα andβ satisfyingα ≃R1 β, then

1) if α =⇒ ǫ, thenβ =⇒ ǫ;

2) if α
6≍
−→ α′, thenβR2

≍
=⇒R2 ·

6≍
−→R2 β′ for someβ′

such thatα′ ≍ β′;
3) if α

a
−→ α′, thenβR2

≍
=⇒R2 ·

a
−→R2 β′ for someβ′

such thatα′ ≍ β′.

II’ . Suppose there areα andβ satisfyingα ≃R2 β, then

1) if α =⇒ ǫ, thenβ =⇒ ǫ;
2) if α

6≍
−→ α′, thenβR2

≍
=⇒R2 ·

6≍
−→R2 β′ for someβ′

such thatα′ ≍ β′;
3) if α

a
−→ α′, thenβR2

≍
=⇒R2 ·

a
−→R2 β′ for someβ′

such thatα′ ≍ β′.



It will run into trouble when using propertyI’ andII’ to prove
bisimulation property of≍. The reason is the same as in the
situation of ‘weak bisimulation up to weak bisimilarity’ [22].
To get a better understanding of this mistake, readers are
referred to Chapter 5 of [22], especially Section 5.7.

C. Proof of Proposition 16

BecauseR ⊆ IdR, by Proposition 14, we know that≃R ⊆
≃IdR

. Thus it suffices to show≃IdR
⊆ ≃R. Let S = IdR, it

suffices to show that≃S is anR-bisimulation.
Clearly,≃S is an equivalence relation, and=R ⊆ ≃S . Thus

it suffices to prove the following property: Wheneverα ≃S β,

1) if α =⇒ ǫ, thenβ =⇒ ǫ;

2) if α
6≃S
−→ α′, thenβR

≃S=⇒R ·
6≃S
−→R β′ for someβ′ such

thatα′ ≃S β′;
3) if α

a
−→ α′, thenβR

≃S=⇒R ·
a

−→R β′ for someβ′ such
thatα′ ≃S β′.

Condition 1 is trivial. Other two conditions have the same
structures. As usual we choose to prove Condition 2.

Suppose thatα ≃S β andα
6≃S−→ α′. By Definition 6, we

have:

βS
≃S=⇒S ·

6≃S
−→S β′ for someβ′ such thatα′ ≃S β′.

Now there are two cases:

• βS = ǫ. In this case, we haveβ ∈ S∗ = (IdR)
∗ thus

β ≃R ǫ by Lemma 13. Since≃R ⊆ ≃S , we haveβS ≃S

ǫ. Consider anyβ′′ such thatβS
≃S−→S β′′. We have the

following properties.

– β′′ =⇒ ǫ (becauseβ′′ ≃S ǫ).
– There existsX ∈ S such thatX

≃S−→ γ andγS = β′′.
(By Lemma 7)

Now we haveǫ ≃R X
τ

−→ γ =⇒ ǫ and by Lemma 6,

ǫ ≃R XR
τ

−→R γR =⇒R ǫ.

According to Computation Lemma (Lemma 11),γ ≃R ǫ,
and thus by Lemma 13,γ ∈ (IdR)

∗ = S∗. Therefore
β′′ = γS = ǫ. This crucial fact leads to the following
assertion:

WheneverβS
≃S=⇒S β′′ 6≃S−→S β′, β′′ must beǫ.

Therefore, we confirm that

βS
6≃S
−→S β′ for someβ′ such thatα′ ≃S β′.

Now according to Lemma 7, there existsX ∈ S such that

X
6≃S
−→ β̂′ for someβ̂′ andβ̂′

S = β′. Knowing≃R ⊆ ≃S,

we haveX
6≃R
−→ β̂′. BecauseX ∈ S = IdR, we have

X ≃R ǫ. Now according to Definition 6,

ǫ
≃R=⇒R ·

6≃R
−→R γ′ ≃R β̂′ ≃R β′

for someγ′, which implies that

ǫ
≃S=⇒R γ′′ τ

−→R γ′ ≃R α′

for someγ′, γ′′. Finally we can observeγ′′ 6≃S γ′, for
γ′′ ≃S ǫ ≃S β ≃S α 6≃S α′ ≃S γ′. Above all, we find

suchγ thatβR
≃S=⇒R ·

6≃S
−→R γ′ andα′ ≃S γ′.

• βS 6= ǫ. In this case, there are several subcases, depending

on the pathβS
≃S=⇒S ·

6≃S
−→S β′:

– βS
6≃S
−→S β′. We can show by applying Lemma 7

that β
τ

−→ β̂′ for someβ̂′ such thatα′ ≃S β̂′. By
Lemma 6, we haveβR

τ
−→R β̂′

R. Knowing the fact
that β̂′

R ≃R β̂′ and≃R ⊆ ≃S, we haveβ̂′
R ≃S β̂′,

and thusα′ ≃S β̂′
R. Finally it is a routine work to

observeβR 6≃S β̂′
R. In summary, we haveβR

6≃S
−→R

β̂′
R andα′ ≃S β̂′

R.

– βS
≃S−→S η

≃S=⇒S ·
6≃S
−→S β′. We can show by

applying Lemma 7 thatβ
≃S−→ η̂ for some η̂ such

that η̂S = η. In view of≃R ⊆ ≃S, and by Lemma 6,
we haveβR

≃S−→R η̂R and α ≃S η̂R (because
α ≃S β ≃S η ≃S η̂ ≃R η̂R). Remember the fact
η̂S = η, we can now use induction to confirm that

η̂R
≃S=⇒R ·

6≃S
−→R β′

for someβ′ such thatα′ ≃S β′. Put them together,
we get

βR
≃S−→R η̂R

≃S=⇒R ·
6≃S
−→R β′

for someβ′ such thatα′ ≃S β′.

D. Proof of Theorem 1 and Theorem 2

Since Theorem 1 is a special case of Theorem 2. We only
prove Theorem 2. The proof is divided into the following two
lemmas: Lemma 70 and Lemma 71.

Lemma 70. If S = RdR(γ), thenα ≃S β impliesαγ ≃R βγ.

Proof: We can assume thatγ 6∈ R∗. If not, we will have
S = IdR and thus according to Proposition 14,≃S = ≃R.
The result of this lemma holds accordingly.

Let ≏ be the relation{(αγ, βγ) |α ≃S β}. Define the
relation

≍
def
= (≏ ∪ ≃R)

∗.

We show that≍ is anR-bisimulation.
We point out the following basic facts:
• ≏ ⊆ ≍, =R ⊆ ≃R ⊆ ≍, and≏ ◦ ≃R ⊆ ≍.
• I ⊆ ≃R, in which I = {(ζ, ζ) | ζ ∈ C

∗}, which is the
identical relation onC∗.

• ≏ is symmetric and transitive.
• ≃R, ≍ are all equivalence relations.
Now consider an arbitrary pair(ζ, η) such thatζ ≍ η. We

will prove
1) if ζ =⇒ ǫ, thenη =⇒ ǫ; (trivial)

2) if ζ
6≍
−→ ζ′, thenηR

≍
=⇒R ·

6≍
−→R η′ for someη′ such

that ζ′ ≍ η′;
3) if ζ

a
−→ ζ′, thenηR

≍
=⇒R ·

a
−→R η′ for someη′ such

that ζ′ ≍ η′.
As usual (similar to the proof of Proposition 14), we show

the following propertyI and II :
I . Suppose there areζ andη satisfyingζ ≏ η, then

1) if ζ =⇒ ǫ, thenη =⇒ ǫ;



2) if ζ
6≍
−→ ζ′, thenηR

≍
=⇒R ·

6≍
−→R η′ for someη′ such

that (ζ′, η′) ∈ (≏ · ≃R) ∪ I;
3) if ζ

a
−→ ζ′, thenηR

≍
=⇒R ·

a
−→R η′ for someη′ such

that (ζ′, η′) ∈ (≏ · ≃R) ∪ I.

II . Suppose there areζ andη satisfyingζ ≃R η, then

1) if ζ =⇒ ǫ, thenη =⇒ ǫ;

2) if ζ
6≍
−→ ζ′, thenηR

≍
=⇒R ·

6≍
−→R η′ for someη′ such

that ζ′ ≃R η′;
3) if ζ

a
−→ ζ′, thenηR

≍
=⇒R ·

a
−→R η′ for someη′ such

that ζ′ ≃R η′.

Now assume thatζ ≍ η, we must haveζ ≃R · ≏ · ≃R

· . . . · ≏ · ≃R β. (Think why. ) Thus we can show that≍ is
anR-bisimulation by applying propertyI andII finitely many
times.

Since propertyII is trivial, it suffices to prove propertyI .
If (ζ, η) ∈ ≏. Now we must haveζ = αγ andη = βγ such

thatα ≃S β. There are two cases:

1) α 6= ǫ. In this caseζ
ℓ

−→ ζ′ is induced byαγ
ℓ

−→ α′γ.

• If ℓ = τ and αγ 6≍ α′γ. In this case, we must
haveα′ 6≃S α. According to the factα ≃S β and
Definition 6, we have

βS
≃S=⇒S ·

6≃S
−→S β̂

for someβ̂ such thatα′ ≃S β̂. The above path from
βS to β̂ can be written as follows:

βS = β0
≃S−→S β1

≃S−→S . . .
≃S−→S βk

6≃S
−→S β̂.

Consider this path. We have two possibilities:

– βi 6= ǫ for every 0 ≤ i ≤ k. If so, according to
Lemma 7, we have

β
≃S=⇒ ·

6≃S
−→ β′ ≃S β̂

for someβ′. Actually we haveβ
≃S=⇒ β′′ τ

−→ β′

with α′ ≃S β′. Therefore we haveβγ
≏

=⇒

β′′γ
6≏
−→ β′γ, and α′γ ≏ β′γ. Furthermore,

because=R ⊆ ≃R, we have

βγR
≍
=⇒R β′′γR

6≍
−→R β′γR

with α′γ ≏ · ≃R β′γR. Note that the reason for
β′′γR 6≍ β′γR is that β′′γR ≍ βγR ≍ αγR 6≍
α′γR ≍ β′γR.

– βi = ǫ for some0 ≤ i ≤ k. Choose the largesti
such thatβi = ǫ, Then according to Lemma 7, we
have

βS
≃S=⇒S ǫ =S X

≃S=⇒ β′′ 6≃S
−→ β′ ≃S β̂

for someβ′. Then we have the following facts.

a) BecauseβS
≃S=⇒S ǫ, by Lemma 8 we have

β
≃S=⇒ ǫ. Then we haveα ≃S β ≃S ǫ and

βγ
≍
=⇒ γ.

b) We know XS = ǫ, or equivalentlyX ∈
RdR(γ), which means thatXγ ≃R γ. Then,

becauseα ≃S β ≃S ǫ, we haveα ≃S X , thus
αγ ≏ Xγ.

c) According toαγ ≏ Xγ andX
≃S=⇒ β′′ 6≃S

−→
β′, we can now take the way in the first pos-
sibility to obtain the following fact:Xγ

≏

=⇒

β′′γ
6≏
−→ β′γ with α′γ ≏ β′γ.

d) Now rememberXγ ≃R γ, we haveγR
≃R=⇒R

γ′′
R

τ
−→R γ′

R for someγ′′ and γ′ such that
β′′γ ≃R γ′′ andβ′γ ≃R γ′.

In all, we have

βγR
≍
=⇒R γR

≍
=⇒R γ′′

R

τ
−→R γ′

R

such thatαγ ≍ γ′′ andα′γ ≏ · ≃R γ′. To see
γ′′ 6≍ γ′, we notice thatγ′′ ≍ βγ ≍ αγ 6≍ α′γ ≍
γ′.

• ℓ 6= τ . This case can be proved in the same way as
the caseℓ = τ andαγ 6≍ α′γ.

2) α = ǫ. In this caseζ
ℓ

−→ ζ′ is induced byγ
ℓ

−→ γ′.
Now we haveβ

≃S=⇒ ǫ. Thus βγR
≍
=⇒R γR

ℓ
−→ γ′

R,
with αγ = γ ≍ γ and (γ′, γ′) ∈ I.

Lemma 71. SupposeS = RdR(γ), thenαγ ≃R βγ implies
α ≃S β.

Proof: Define the set

≍
def
= {(α, β) |αγ ≃R βγ}

As before we can assumeγ 6∈ R∗. Otherwise the conclusion
of the lemma is relatively trivial.

We show that≍ is anS-bisimulation. It is easy to see that
≍ is an equivalence relation indeed.

Now we check the properties in Definition 6.
1) We show=S ⊆ ≍. Let α =S β. According to Def-

inition 3, there existα′, β′ ∈ S∗ = (RdR(γ))
∗ and

a processζ such thatα = ζα′ and β = ζβ′. Now
αγ = ζα′γ ≃R ζγ ≃R ζβ′γ = βγ. Thereforeα ≍ β

by the definition of≍.
2) If α ≍ β andα =⇒ ǫ, we showβ =⇒ ǫ. According to

the definition of≍, αγ ≃R βγ. Now αγR =⇒R γR must
be matched byβγR. Let us suppose that the matching is
βγR =⇒R β′γR ≃R γR, which is induced byβ =⇒ β′.
Otherwise we will haveβ =⇒ ǫ immediately. Now we
haveβ′γ ≃R γ, which impliesβ′ =⇒ ǫ and consequently
β =⇒ ǫ.

3) If α ≍ β and α
6≍
−→ α′, then we show thatβS

≍
=⇒S

·
6≍
−→S β′ for someβ′ such thatα′ ≍ β′. According to

definition of≍, we haveαγ ≃R βγ. Moreover,α
6≍
−→ α′

is equivalent toαγ
6≃R
−→ α′γ. There are two cases:

• α 6∈ (RdR(γ))
∗. In this case we also haveβ 6∈

(RdR(γ))
∗. Thus the actionαγ

6≃R
−→ α′γ must be

matched byβγR
≃R=⇒R β′′γR

6≃R
−→R β′γR for some

β′′ and β′ with α′γ ≃R β′γ. This is equal to

β
≍
=⇒ β′′ 6≍

−→ β′ with α′ ≍ β′, which implies



βS
≍
=⇒S β′′

S

6≍
−→S β′

S with α′ ≍ β′ according to
the fact=S ⊆ ≍.

• α ∈ (RdR(γ))
∗. In this case we haveαγ ≃R γ ≃R

βγ henceβ ∈ (RdR(γ))
∗. In other words,α, β ∈ S∗.

Now we haveβγ
≃
=⇒R γ, or equivalentlyβ

≍
=⇒ ǫ.

Now rememberǫ =S α and α
6≍
−→ α′. Combine

these transitions we haveβ
≍
=⇒ ǫ =S α

6≍
−→ α′,

and thusβS
≍
=⇒S ǫ = αS

6≍
−→S α′

S and trivially
α′ ≍ α′

S . We are done.

4) If α ≍ β andα
a

−→ α′, then we showβS
≍
=⇒S ·

a
−→S β′

for someβ′ such thatα′ ≍ β′. This case can be treated
in the same way as the previous one.

E. Proofs ConcerningR-redundancy

Proof of Lemma 25: SupposeX ∈ RdRdR(δ)(γ). By
Definition 9, this is equivalent toXγ ≃RdR(δ) γ. According
to Theorem 2,Xγδ ≃R γδ, which meansX ∈ RdR(γδ). The
proof of the other direction is from the fact that the above
reasoning steps are reversible.

Proof of Lemma 27:We show thatIdR = R. That is,X ≃R

ǫ if and only if X ∈ R. It is trivial that X ≃R ǫ whenever
X ∈ R. So it suffices to showX ∈ R wheneverX ≃R ǫ.

Assume thatX ≃R ǫ. SinceR = RdR′(γ), by Theorem 2,
Xγ ≃R′ γ which impliesX ∈ RdR′(γ) = R according to
Definition 9.

F. Proofs of Lemma 28 and Theorem 3

Proof of Lemma 28:There are two cases.

1) αX ≃R X . In this case, we haveX ≃R βY . SinceX
and Y are both≃R-primes, we must haveβY ≃R Y .
ThereforeX ≃R Y .

2) αX 6≃R X . In this case, we also haveαX 6≃R Y , βY 6≃R

Y and βY 6≃R X . Consider the following sequence of
transitions

αX
ℓ1−→ α1X

ℓ2−→ . . .
ℓk−→ αkX

ℓ
−→ α′X

with αiX 6≃R X for 1 ≤ i ≤ k andα′X ≃R X . This
sequence must be matched byβY via

βY
ℓ1=⇒ β1Y

ℓ2=⇒ . . .
ℓk=⇒ βkY

ℓ
−→ β′Y,

such that

• βiY 6≃R Y for 1 ≤ i ≤ k andβ′Y ≃R Y ; and
• αiX ≃R βiY for 1 ≤ i ≤ k andα′X ≃R β′Y .

AccordinglyX ≃R α′X ≃R β′Y ≃R Y .

Proof of Theorem 3:By Induction onr or s. Remember
from Definition 11,Pi is a≃Ri

-prime andQj is a≃Sj
-prime.

BecausePr.Pr−1. . . . .P2.P1 ≃R1 Qs.Qs−1. . . . .Q2.Q1, by
Lemma 28, we haveP1 ≃R1 Q1, which impliesRdR1(P1) =
RdR1(Q1) by Lemma 21. In other words,R2 = S2.
According to Lemma 24, we havePr.Pr−1. . . . .P2 ≃R2

Qs.Qs−1. . . . .Q2, and now the proof is accomplished by using
induction hypothesis.

APPENDIX B
PROOFS INSECTION VI

A. Proofs Concerning Relationships between Bases

Proof of Lemma 53:If X ∈ Id
B
R, then X

B
=R ǫ. Since

B
=R ⊆

D
=R, we haveX

D
=R ǫ, henceX ∈ Id

D
R .

Proof of Lemma 54:First note that, becauseIdB
R = Id

D
R ,

a reference setR is B-admissible if and only if it isD-
admissible. The members inPrR andPr

′
R are both theIdR-

blocks. Thus comparingPr
′
R with PrR makes sense.

We only need to prove the conclusion forB-admissible (also
D-admissible)R’s. Keep in mind thatR = Id

B
R = Id

D
R .

Now suppose[X ]R ∈ Cm
B
R, we will show [X ]R ∈ Cm

D
R .

Since[X ]R ∈ Cm
B
R, we can suppose thatX

B
=R α.P in which

[P ]R ∈ Pr
B
R and [X ]R 6= [P ]R. (Caution: we cannot assert

thatP <R X . ) Because
B
=R ⊆

D
=R, we also haveX

D
=R α.P .

Since P 6∈ R, either [P ]R ∈ Pr
D
R or [P ]R ∈ Cm

D
R will

happen.
If [P ]R ∈ Pr

D
R , it is done. Otherwise we must haveP

D
=R

α′.P ′ such that[P ′]R ∈ Pr
D
R . Thus X

D
=R α.α′.P ′ with

[P ′]R ∈ Pr
D
R . Therefore, in either case[X ]R 6∈ Pr

D
R . The

only possibility is[X ]R ∈ Cm
D
R .

Proof of Lemma 55:It suffices to proveRd
B
R ⊆ Rd

D
R

for BR-admissible (alsoBR-admissible)R’s. Let [P ]R be a
BR-prime (alsoDR-prime). According to the rules ofBR-
reduction defined in Section V-B,X ∈ Rd

B
R([P ]R) if and

only if XP
B
=R P . ThusXP

D
=R P henceX ∈ Rd

D
R([P ]R),

since
B
=R ⊆

D
=R.

Proof of Lemma 56:First we point out thatCm
B
R = Cm

D
R

wheneverIdB
R = Id

D
R andPr

B
R = Pr

D
R .

Now we proveB = D. Suppose on the contrary that
B ( D. There is someα and someBR-admissible (also
BR-admissible)R such thatdcmpBR(α) 6= dcmpDR(α). By
examine the B-reduction rules, The only possibility to
make dcmpBR(α) 6= dcmpDR(α) is the existence ofBR-
admissible (alsoBR-admissible) reference setS together with
[X ]S ∈ Cm

B
S = Cm

D
S such thatDc

B
S([X ]S) 6= Dc

D
S ([X ]S).

Let us sayDc
B
S([X ]S) = [Xr]Sr

[Xr−1]Sr−1 . . . [X2]S2 [X1]S1 ,
in which S1 = S, [Xi]Si

∈ Pr
B
Si

andSi+1 = Rd
B
Si
([Xi]Si

)

for every 1 ≤ i ≤ r. Consequently,[Xi]Si
∈ Pr

D
Si

and Si+1 = Rd
D
Si
([Xi]Si

) for every 1 ≤ i ≤ r

according to the condition of the lemma. Now,
because

B
=S ⊆

D
=S , we have X

D
= Xr.Xr−1. . . . .X1.

Thus dcmpDR(X) = dcmpDR(Xr.Xr−1. . . . .X1).
Amazingly, dcmpDR(Xr.Xr−1. . . . .X1) turns out to
be [Xr]Sr

[Xr−1]Sr−1 . . . [X2]S2 [X1]S1 , which implies
Dc

D
S ([X ]S) = [Xr]Sr

[Xr−1]Sr−1 . . . [X2]S2 [X1]S1 =

Dc
B
S([X ]S). This is a contradiction.

B. Proofs of the Properties of Construction

Proofs of Lemma 60:Clearly R ⊆ Id
B
R. According to

Proposition 14,≃R ⊆ ≃IdB

R
. On the other hand,

B
=IdB

R
=

B
=R.

Therefore,≃R ⊆ ≃IdB

R
⊆

B
=IdB

R
=

B
=R.

Proofs of Lemma 62:It is a routine work to check that
{X | X ≃R ǫ} is anIdB

R-candidate.



Proofs of Lemma 63:We need to show that,IdB
RdB

R
([X]R) =

Rd
B
R([X ]R). To this end, we showIdB

RdB

R
([X]R) is an

Rd
B
R([X ]R)-candidate.

As before we letT
def
= {W | W.X

D
=R X}. First we

confirm Id
B
RdB

R
([X]R) ⊆ T . By inductionT is aD-admissible

set thus it is alsoB-admissible set, henceIdB
T = T . Because

Rd
B
R([X ]R) ⊆ T , we haveIdB

RdB

R
([X]R) ⊆ Id

B
T = T .

Now we check the conditions ofRd
B
R([X ]R)-candidate. Let

Y ∈ Id
B
RdB

R
([X]R). If Y ∈ Rd

B
R([X ]R), then nothing need to

to. Now we suppose thatY 6∈ Rd
B
R([X ]R).

1) If Y
τ

−→ ζ and ζ 6∈ T ∗. In this case, because
Id

B
RdB

R
([X]R) ⊆ T , we haveζ 6∈ (IdB

RdB

R
([X]R))

∗. Thus

Y
τ

−→RdB

R
([X]R) ζ̂ =RdB

R
([X]R) ζ. Now according to

the definition ofIdB
RdB

R
([X]R), we haveǫ

τ
−→RdB

R
([X]R)

η̂ for some η̂ such that dcmpD
RdB

R
([X]R)

(ζ̂) =

dcmpD
RdB

R
([X]R)

(η̂). In other words, there isZ ∈

Rd
B
R([X ]R) and Z

τ
−→ η for some η such that

dcmpD
RdB

R
([X]R)

(ζ) = dcmpD
RdB

R
([X]R)

(η). This makes

ζX
D
=R ηX . Now, we use the fact thatRd

B
R([X ]R) itself

is anRd
B
R([X ]R)-candidate. Thus it satisfies the relevant

conditions. That is,[X ]IdR

τ
7−→ β for someβ such that

η.X
D
=R β. And finally we haveζX

D
=R β.

2) If Y
a

−→ ζ. The proof is complete the same as the first
case.

Proof of Lemma 64:Apparently we can only prove the
proposition forB-admissibleR’s.

The proof is by induction. Assume at some time in the the
execution of the algorithm, we have the setV which contains
all the treated blocks, and we have a current value ofm, and
current block[X ]R. The induction hypothesis is the following:

If [X ]R ∈ V, then dR[[X ]R] = ‖X‖B
=R

; if α

satisfiesdcmpR(α) ∈ V
∗, thendR(α) = ‖α‖B

=R

.

According to the algorithm, it is clear thatdR[[X ]R] ≥
‖X‖B

=R

. The reason is elaborated as follows.

1) If dR[[X ]R] = m via the fact[X ]R
ℓ

7−→ γ anddR(γ) =
m − 1. Then there is a path fromX to γ with length1
and there is a path fromγ to ǫ with lengthm− 1. Thus
totally we have a path fromX to ǫ with lengthm.

2) If dR[[X ]R] = m via the fact[X ]R
ℓ

7−→ γ, dR(γ) = m

and X
B
=R γ. Then there is a path fromX to γ with

length0 and there is a path fromγ to ǫ with lengthm.
Thus totally we have a path fromX to ǫ with lengthm.

Thus in both case we havedR[[X ]R] ≥ ‖X‖B
=R

.
Now assume, for contradiction, thatdR[[X ]R] > ‖X‖B

=R

.
In other words,m > ‖X‖B

=R

. Then according to induction
hypothesis, for every[Y ]S ∈ V, dR[[Y ]S ] = ‖Y ‖B

=S

. Now
consider the time whenm is assigned todR[[X ]R]. There are
two possibilities:

1) [X ]R
ℓ

7−→ γ and dR(γ) = m − 1. In this case, by
induction dR(γ) = ‖γ‖B

=R

= m − 1. There can not be

other transition of[X ]R such as[X ]R
ℓ

7−→ ζ that

a) eitherdR(ζ) < m− 1,

b) or dR(ζ) = m− 1 andζ
B
=R X .

If so, m − 1 would be assigned todR[[X ]R] and the
block [X ]R should have already been put intoV. This is
a contradiction.

2) [X ]R
ℓ

7−→ γ, dR(γ) = m and X
B
=R γ. In this case,

by inductiondR(γ) = ‖γ‖B
=R

= m, thus we must have
‖X‖B

=R

= ‖γ‖B
=R

= m. This is a contradiction.

APPENDIX C
PROOF OFTHEOREM 4

A. Proof of Lemma 66

There are several cases according to the values ofk and l:
• If k, l > 1. In this case we can assume that‖γ‖B

=R

=

‖δ‖B
=R

, which is already known, and we can tell whether

a given action is
B
=R-decreasing. Suppose we have a

decreasing transition ofγ ⇐⇒ ·
ℓ

−→R η.Yk−1 . . . Y1

which is induced by[Yk]Rk

ℓ
7−→Rk

η. Now we have the

matching transitionδ ⇐⇒ ·
ℓ

−→R ζ.Zl−1 . . . Z1 which is
induced by[Zl]Rl

ℓ
7−→Rl

ζ. Moreover, we have

η.Yk−1. . . . .Y1
B
=R ζ.Zl−1. . . . .Z1

Now we must haveY1 = Z1. And the processYk . . . Y2

andZl . . . Z2 also satisfy the expansion property forBR.
The result of the lemma can be obtained by induction.

• If k = 1 and l > 1. In this case,[Y1]R must not
be a prime. According to our algorithm, one of the
candidates will be defined asDc

B
R([Y1]R) if there exist

some candidates which can pass the expansion testing.
• If k = l = 1. If [Z1]R <R [Y1]R, then this is the same

as the above case. Otherwise we can change the role of
Y1 andZ1.

B. Preparations for the Proof of Theorem 4

To make things clear, we introduce some new terminolo-
gies. Note that the program in Fig. 2 maintains a setV

of the blocks which have already been treated. During the
execution of the algorithm,V start from ∅ and get larger
and larger. Intuitively these blocks inV contain part of
information of B. Formally, we can define thepartial de-
composition baseBV = {BR,V}R⊆CG

in which BR,V =
(IdB

R,Pr
B
R,V,Cm

B
R,V,Dc

B
R,V,Rd

B
R,V) where

• Pr
B
R,V = Pr

B
R ∩V.

• Cm
B
R,V = Cm

B
R ∩V.

• Dc
B
R,V([X ]R) =

{
Dc

B
R([X ]R) if [X ]R ∈ Cm

B
R,V

undefined otherwise

• Rd
B
R,V([X ]R) =

{
Rd

B
R([X ]R) if [X ]R ∈ Pr

B
R,V

undefined otherwise

BV is called partial in the sense thatPr
B
R,V ∪ Cm

B
R,V =

CR ∩V ⊆ CR. Comparatively,Pr
B
R ∪Cm

B
R = CR.

At some time in the execution of the algorithm, we get a spe-
cific value ofV, thenBV is already known at that time. Now



we can definedcmpBR,V(α) for any processα. dcmpBR,V(α) =

dcmpBR(α) if the derivation ofα
B
→R dcmpBR(α) (refer to

Section V-B) only relies on the information provided in
BV. OtherwisedcmpBR,V(α) is undefined. In the following, a
processα is calledBR,V-applicableif dcmpBR,V(α) is defined.

Now we prepare to confirm the important result:α ≃R β

impliesα
B
=R β.

First of all, we find that it is enough to prove the result under
the assumption thatR is B-admissible. Note that If≃R ⊆

B
=R

for everyB-admissibleR’s, then for everyR we have≃R ⊆

≃IdB

R
⊆

B
=IdB

R
=

B
=R. Thus in the rest of this section we

assumeR to beB-admissible.
With the help of Lemma 66, we are able to establish

Theorem 4.
We take the following approach to prove Theorem 4.

Remember that our algorithm maintains a setV, containing
all the blocks which have been treated. We will suppose thatR

is B-admissible. Let[X ]R be a block which is about to be put
into V. We try to prove that if[X ]R is a B̂R-composite, and

let Dc
B̂
R([X ]R) = [Zt]Rt

. . . [Z1]R1 , thenX
B
=R Zt . . . Z1.

Apparently, the proof must be done by induction. However,
this is not an easy task. We will choose the following state-
ments as our induction hypotheses:

I . Let R be an arbitraryB-admissible set. Suppose thatγ

is BR,V-applicable, anddcmpB̂R(γ) = [Wu]Ru
. . . [W1]R1 .

ThenWu . . .W1 is BR,V-applicable, anddcmpBR,V(γ) =

dcmpBR,V(Wu . . .W1). That is,γ
B
=R Wu . . .W1.

We remark that at the time the algorithm terminates whenV

contains every blocks, the statement I implies Theorem 4.
The readers are suggested to imagine the following picture

in mind. AlthoughR1, . . . , Rt are all B̂-admissible according
to the definition of decomposition base, we cannot draw the
conclusion thatR1, . . . , Rt are allB-admissible. It may indeed
happen thatZi ∈ Id

B
Ri

, which means thatZi isBRi
-redundant.

However, sinceR1 = R is B-admissible, we do haveZ1 6∈
Id

B
R1

. This fact will be used in the proof.

C. Proof of Lemma 67

This fact can be proved by induction ond =
‖Wu . . .W1‖B

=R

, and by studying a witness path of≃R-
norm for W . Then using hypothesis I and by inspecting the
algorithm we can show that whenW ≃R Wu . . .W1, W

should have already been put intoV.

D. Proof of Lemma 68

We useδ to indicateZt . . . Z1. The lemma confirms that,
when[X ]R is about to be put intoV, dcmpBR,V(Zt . . . Z1) has
already been defined. This fact is proved by induction, using
the induction hypotheses. The way is to choose a processγ

such that[X ]R
ℓ

7−→R γ is on a
B
=R-witness path ofX . Now

γ is BR,V-applicable, thus we try to use induction hypotheses
on γ. There are two cases:

• If there exist γ such that [X ]R
ℓ

7−→R γ and
‖γ‖B

=R

= m − 1. In this case, the algorithm is

running in the firstwhile-loop in Fig. 2. SinceX ≃R δ,
there is a matching of[X ]R

ℓ
7−→ γ from δ, say

δ
≃R=⇒ ·

ℓ
−→ ζ for some ζ that γ ≃R ζ. Because

δ is itself a ≃R-prime-decomposition, we must have
δ ⇐⇒ ·

ℓ
−→ ζ, which is induced by[Zt]Rt

ℓ
7−→Rt

η

for some η, and ζ = η.Zt−1 . . . Z1. Suppose
dcmpB̂Rt

(η) = [Ys] . . . [Y1] (s ≥ 0), then dcmpB̂R(ζ)
must be in the form[Ys] . . . [Y1].[Zt−1]Rt−1 . . . . [Z1]R1 .
Because γ ≃R ζ, we have dcmpB̂R(γ) =
[Ys] . . . [Y1].[Zt−1]Rt−1 . . . . [Z1]R1 . According to

induction hypothesis I,γ
B
=R Ys . . . Y1.Zt−1 . . . Z1,

thus ‖Ys . . . Y1.Zt−1 . . . Z1‖B
=R

= m − 1. Now since

dcmpB̂R(ζ) = [Ys] . . . [Y1].[Zt−1]Rt−1 . . . . [Z1]R1 , by

Lemma 67, ζ
B
=R Ys . . . Y1.Zt−1 . . . Z1 and thus

‖ζ‖B
=R

= m − 1. Since δ ⇐⇒ ·
ℓ

−→ ζ, we have
‖δ‖B

=R

≤ m. In summary, we have:

– ‖ζ‖B
=R

= ‖Ys . . . Y1.Zt−1 . . . Z1‖B
=R

=

‖η.Zt−1 . . . Z1‖B
=R

= m− 1.
– ‖Zt−1 . . . Z1‖B

=R

≤ m− 1.
– ‖δ‖B

=R

≤ m.
– ‖Z1‖B

=R

> 0.

There are two possibilities:

– EITHER ‖Zi‖B
=Ri

< m for every 1 ≤ i ≤ t. In

this case we haveδ = Zt . . . Z1 is BR,V-applicable
trivially.

– OR t = 1 and ‖Z1‖B
=R

= m. In this case, we
have[Z1]R <R [X ]R and‖Z1‖B

=R

= ‖X‖B
=R

. Thus
[Z1]R ∈ V and thusδ = Z1 is BR,V-applicable.

• If for every γ such that[X ]R
ℓ

7−→R γ, we do not have
‖γ‖B

=R

< m. In this case, the algorithm is running in
the secondwhile-loop in Fig. 2. We are able to find aγ
which is BR,V-applicable such that[X ]R

τ
7−→R γ and

X
B
=R γ, and‖γ‖B

=R

= ‖X‖B
=R

= m. If it happens that
we can find suchγ satisfyingX ≃R γ, we can use the
induction hypothesis I to confirm immediately thatδ is
BR,V-applicable andγ

B
=R δ (henceX

B
=R δ). Thus in

the following we will assume thatγ 6≃R X . That is,
[X ]R

τ
7−→R γ 6≃R X . SinceX ≃R δ, there is a matching

of [X ]R
τ

7−→ γ from δ, say δ
≃R=⇒ ·

6≃R
−→ ζ for some

ζ such thatγ ≃R ζ. Becauseδ is itself a ≃R-prime-
decomposition, we must haveδ ⇐⇒ ·

τ
−→ ζ ≃R γ,

which is induced by[Zt]Rt

τ
7−→Rt

η for someη , and
ζ = η.Zt−1 . . . Z1. SupposedcmpB̂Rt

(η) = [Ys] . . . [Y1]

(s ≥ 0), then dcmpB̂R(ζ) must be in the form
[Ys] . . . [Y1].[Zt−1]Rt−1 . . . . [Z1]R1 . Becauseγ ≃R ζ, we
have dcmpB̂R(γ) = [Ys] . . . [Y1].[Zt−1]Rt−1 . . . . [Z1]R1 .

According to induction hypothesis I, γ
B
=R

Ys . . . Y1.Zt−1 . . . Z1, thusdcmpB̂R(ζ) is BR,V-applicable,
and ‖dcmpB̂R(ζ)‖B

=R

= ‖Ys . . . Y1.Zt−1 . . . Z1‖B
=R

= m.
In summary:



– ‖Ys . . . Y1.Zt−1 . . . Z1‖B
=R

= m.
– ‖Zt−1 . . . Z1‖B

=R

≤ m.
– ‖Z1‖B

=R

> 0.

Now we have two possibilities:

– If t ≥ 2. Because ‖Z1‖B
=R

> 0, thus

‖Zt−1 . . . Z1‖B
=R

> 0. Let S = Rd
B
R(Zt−1 . . . Z1).

By induction Rt ⊆ S. Then we have
‖Ys . . . Y1‖B

=S

< m. Since η ≃Rt
Ys . . . Y1,

it is clear η ≃S Ys . . . Y1, by Lemma 67,
η is BS,V-applicable, η

B
=S Ys . . . Y1, and

‖η‖B
=S

= ‖Ys . . . Y1‖B
=S

< m. Now let us
investigateZt. If Zt ∈ S, Zt . . . Z1 is trivially
BR,V-applicable. IfZt 6∈ S, we have got the fact
that [Zt]S

τ
7−→ η and‖η‖B

=S

< m. This fact tells us
that [Zt]S should have been treated before[X ]R.
In other words, [Zt]S ∈ V, which means that
δ = Zt . . . Z1 is BR,V-applicable.

– If t = 1. In this case, we have the following
facts: [Z1]R

τ
7−→R η, dcmpB̂R(η) = [Ys] . . . [Y1], and

‖Ys . . . Y1‖B
=R

= m. We can show‖Y1‖B
=R

> 0,
using the same argument for proving‖Z1‖B

=R

> 0

before. Let us sayη = η′.W (η′ can beǫ), and let
S = RdR(W ). ThusdcmpB̂R(W ) = [Yi] . . . [Y1] and
dcmpB̂S(η

′) = [Ys] . . . [Yi+1] for some1 ≤ i ≤ s. and
η′ is BR,S-applicable by induction.

1) If ‖Yi . . . Y1‖B
=R

< m. we can use Lemma 67 to
prove:

∗ W is BR,V-applicable andW
B
=R Yi . . . Y1,

and
∗ S ⊆ Rd

B
R(W ).

Since we know η′ ≃S Ys . . . Yi+1,
then η′ ≃RdB

R
(W ) Ys . . . Yi+1. Because

‖Ys . . . Yi+1‖B
=

RdB
R

(W )

< m, we can use

induction to proveη′ is BRdB

R
(W ),V-applicable

and η′
B
=RdB

R
(W ) Ys . . . Yi+1. In summary,η is

BR,V-applicable andη
B
=R Ys . . . Y1.

2) If ‖Yi . . . Y1‖B
=R

= m. In this case,Ys . . . Yi+1 ∈

Rd
B
R(Yi . . . Y1), this implies thatYs . . . Yi+1 =⇒

ǫ, and therefore

η = η′.W ≃R Ys . . . Y1 =⇒ Yi . . . Y1 ≃R W

which implies η =⇒R W . Now we have
Z1 =⇒R η =⇒R W , thus [W ]R <R [Z1]R. On
the other hand, by[Z1]R = dcmpB̂R([X ]R), we
have [Z1]R < [X ]R. ThereforeW <R Z1 <R

X . By Lemma 67,W is BR,V-applicable and

W
B
=R Yi . . . Y1. Now in the same way of case 1,

we can proveη′ is BRdB

R
(W ),V-applicable and

η′
B
=RdB

R
(W ) Ys . . . Yi+1

B
=RdB

R
(W ) ǫ. In sum-

mary,η is BR,V-applicable andη
B
=R Ys . . . Y1.

Up to now, we have shown that[Z1]R <R [X ]R
and [Z1]R

τ
7−→R η such thatX

B
=R γ

B
=R η with

‖η‖B
=R

= m. This fact means that[Z1]R should be
chosen to test the expansion condition in thewhile-
loop before[X ]R. Now we can do without difficulty
to check expansion conditions to ensure that[Z1]R
is put intoV before[X ]R.

E. Proof of Proposition 69

We useδ to indicateZt . . . Z1. By Lemma 68,δ is BR,V-
applicable. In other words,dcmpBR,V(δ) is known.

The proof goes by directly exploring the expansion condi-
tions. Only to remember the following fact:

1) If α ≃R β, thenα
D
=R β.

2) If α ≃R β, andα, β areBR,V-applicable, thenα
B
=R β.

By studying the the expansion conditions, we can confirm
that dcmpBR,V(δ) can successfully pass this testing. Now it is
important to take notice of Lemma 66. It ensures that at most
one decomposition candidate can pass the testing. Thus we
can confirm thatDc

B
R([X ]R) = dcmpBR,V(δ), which implies

X
B
=R Zt . . . Z1.
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