2015 30th Annual ACM/IEEE Symposium on Logic in Computer Science

Defining winning strategies in fixed-point logic

Felix Canavoif, Erich Gridel*, Simon LeBenich* and Wied Pakusa*

* RWTH Aachen University, {graedel,lessenich,pakusa} @logic.rwth-aachen.de

T TU Darmstadt, canavoi @mathematik.tu-darmstadt.de

Abstract—We study definability questions for positional win-
ning strategies in infinite games on graphs.

The quest for efficient algorithmic constructions of winning
regions and winning strategies in infinite games, in particular
parity games, is of importance in many branches of logic and
computer science. A closely related, yet different, facet of this
problem concerns the definability of winning regions and winning
strategies in logical systems such as monadic second-order logic,
least fixed-point logic LFP, the modal p-calculus and some of
its fragments. While a number of results concerning definability
issues for winning regions have been established, so far almost
nothing has been known concerning the definability of winning
strategies.

We make the notion of logical definability of positional winning
strategies precise and study systematically the possibility of trans-
lations between definitions of winning regions and definitions
of winning strategies. We present explicit LFP-definitions for
winning strategies in games with relatively simple objectives,
such as safety, reachability, eventual safety (Co-Biichi) and
recurrent reachability (Biichi), and then prove, based on the
Stage Comparison Theorem, that winning strategies for any
class of parity games with a bounded number of priorities are
LFP-definable. For parity games with an unbounded number
of priorities, LFP-definitions of winning strategies are provably
impossible on arbitrary (finite and infinite) game graphs. On
finite game graphs however, this definability problem turns out
to be equivalent to the fundamental open question about the
algorithmic complexity of parity games. Indeed, based on a
general argument about LFP-translations we prove that LFP-
definable winning strategies on the class of all finite parity games
exist if, and only if, parity games can be solved in polynomial
time, despite the fact that LFP is, in general, strictly weaker than
polynomial time.

[. INTRODUCTION

Infinite games on graphs, where two players move a token
along the edges of a directed graph tracing out a finite
or infinite path, are intimately connected with fundamental
questions in logic and have numerous applications in different
areas of mathematics and computer science. We consider here
games with qualitative objectives: For each player, we have
a winning condition, which is either specified by a logical
formula on infinite paths (typically from monadic second-
order logic S1S, first-order logic FO, or temporal logic LTL)
or formulated as a classical Muller, Streett-Rabin, or parity
condition. For such a game G, a position v and a player
o € {0,1}, the question we ask is whether Player o has
a winning strategy in G from position v. To solve a game
algorithmically thus means to compute winning regions and
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winning strategies for the two players, where the winning
region of a player is the set of those positions from which
she has a winning strategy. While efficient algorithms exist for
many classes of games, including those where the players have
reachability, safety, recurrent reachability (Biichi) or eventual
safety (Co-Blichi) objectives, the question whether the winning
regions in parity games can be computed in polynomial time
is one of the most important open problems in the field of
infinite games. In parity games, one assigns to each position a
natural number, called its priority, and the winner of an infinite
play depends on whether the least priority occurring infinitely
often is even or odd. Parity games are important because many
games arising in practical applications, including all games
with w-regular winning conditions, can be reduced to parity
games, because parity games arise as the model checking
games for fixed-point logics, and finally because parity games
always admit positional (i.e. memoryless) winning strategies.
As a direct consequence of this fact, it follows that the problem
of solving parity games is in NP N Co-NP. The best known
deterministic algorithm has complexity n©(V™ [14]. Much
effort has been put into identifying and classifying classes of
parity games that guarantee efficient algorithmic solutions. For
instance, there are deterministic polynomial-time algorithms
for any class of parity games with a bounded number of
priorities [13], and for parity games with certain restrictions
on the underlying game graph, such as games where even
and odd cycles do not intersect, solitaire games and nested
solitaire games [3], and parity games of bounded tree width
[17], bounded entanglement [4], bounded DAG-width [2],
[18], bounded Kelly-width [11], or bounded clique width [19].

Definability of winning regions. A closely related problem
concerns the definability of winning regions and winning
strategies in logical systems such as monadic second-order
logic, least fixed-point logic LFP, the modal p-calculus and
some of its fragments. Such a study of the descriptive com-
plexity of games, i.e. of the logical resources needed for speci-
fying winning regions and winning strategies provides insights
into the structure of the associated algorithmic problems, and
the sources of their algorithmic difficulty; on the other hand,
definability and non-definability results on games also have
important applications on the structure and expressive power
of logical systems.

Given a logic L and a class & of games, presented as
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relational structures of some fixed vocabulary 7, we say that
winning regions on S are definable in L, if there exist formulae
1o(x) and 11 (x) of L(7) that define, on each game G € S, the
winning regions W, and W, for the two players. This means
that, for each game G € S and each player o € {0, 1},

Wo ={veG:G kv (v)}

It is an obvious consequence of standard facts of finite model
theory, such as Gaifman’s theorem on the locality of first-order
logic (FO), that FO is too weak for games, even for very simple
objectives such as reachability and safety. On the other hand,
it can be shown that on any class S of games on which the
objectives of the two players can be uniformly described by
formulae of S1S (which depend on a bounded vocabulary of
monadic predicates), the winning regions for the two players
are definable in LFP, in MSO, and also in the modal pu-
calculus. This includes games with standard objectives such as
reachability, safety, recurrent reachability and eventual safety,
and indeed all parity, Streett-Rabin, and even Muller condi-
tions with a bounded number of priorities. Formulae defining
winning regions in parity games with priorities 0, ...,d — 1,
for any fixed d, have been essential for settling structural
properties of fixed point logics. In the modal p-calculus L,
such formulae require d nested fixed points that alternate
between least and greatest fixed points, and thus witness
the strictness of the alternation hierarchy. It has been shown
that such formulae can also be constructed in Parikh’s game
logic GL and in the two-variable fragment of the p-calculus
[1], [5] which proves that these fragments of L, nontrivially
intersect all levels of the alternation hierarchy. By a different
use of games, also the strictness of the variable hierarchy of
the p-calculus could be settled in [5]. However, definability
issues for classes of games where the objectives depend on an
unbounded collection of local parameters (colours, priorities,
atomic propositions etc.) are quite different. First of all,
games in such classes require a somewhat more complicated
presentation as relational structures. Parity games, for instance,
can be presented as game graphs with a preorder on the
positions, where © < v means that v has a smaller (i.e.
more relevant) priority than v. Definability issues of such
classes of games have been investigated in [8] and it has
been shown that definability results depend on whether only
finite game graphs are considered, or also infinite ones. As
a consequence of the strictness of the alternation hierarchy
for LFP on arithmetic and by means of an interpretation
argument for model checking games, it has been shown in
[8] that winning regions of parity games are, in general, not
LFP-definable (even if we restrict attention to games on a
countable graph and with finitely many priorities). On finite
game graphs, however, this may well be different. Indeed the
winning regions are LFP-definable if, and only if, they are
computable in polynomial-time.

Definability of positional winning strategies. In this paper
we address the much less understood problem of defining
winning strategies rather than just winning regions. Our moti-
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vation comes from the fact that in many applications of games,
the objects of interest that one wants to define and/or to realize
algorithmically are really the winning strategies rather than the
winning regions. In particular, this is the case when games
are used to model reactive systems where the construction
of winning strategies corresponds to the synthesis of con-
trollers. Strategies can be viewed and presented in several
different ways, and it is not always obvious what definability
of strategies really means. However, for the games that we
consider here, positional strategies suffice, and since we can
identify a positional strategy with a set of edges in the game
graph, definability questions for such games can be put very
naturally, in terms of formulae strat(z,y). Given the known
results on definability of winning regions, and the results of
finite model theory relating definability and (polynomial-time)
complexity, by far the most natural logics for our purposes
are fixed-points logics such as LFP and IFP. While the two
problems of defining winning regions and winning strategies
are closely related, they are not always equivalent. Indeed one
can construct games where winning regions can be determined
trivially, but winning strategies are not even computable (see
Section VI). However, most algorithms that compute winning
regions in games do so by revealing also winning strategies.
Also from logical definitions of winning regions, one can often
extract the underlying winning strategies. This is obvious in
the case of a player with a safety objective who can win
just by staying inside her winning region. For players with
other objectives, such as reachability, natural LFP-definitions
of winning regions associate with each position a rank, and
winning strategies progress by reducing the rank. In such
a case, winning strategies may be LFP-definable by rank
comparison.

We shall study definability questions for positional winning
strategies systematically in the following way. We shall first
make precise what it means that a formula strat(z, y) defines a
winning strategy for a game. In a context of logical definabil-
ity it is important to admit also nondeterministic strategies,
rather than just deterministic ones, because in the presence
of symmetries of the game graph, no logical formula can
distinguish between moves that are mapped to each other by an
automorphism of the game graph. We remark that the notion
of nondeterministic strategies is well motivated also from
a purely game-theoretic point of view, and by applications
in controller synthesis and verification. In many cases it is
important to design a winning strategy that is as permissive
as possible in the sense that while it guarantees a win for
the player, it still admits as much freedom as possible for the
moves of the opponent and the plays that are consistent with
the strategy, so as to eliminate, ideally, just the losing plays
and keep as many as possible of the winning ones. We shall
also briefly recall the background on the logics that we will
employ here, in particular concerning least and inflationary
fixed-point logic, LFP and IFP.

We shall then exhibit explicit definitions in fixed-point
logic for winning strategies in games with relatively simple
objectives, such as safety, reachability, eventual safety (Co-



Biichi) and recurrent reachability (Biichi) before we establish
our main result that winning strategies for any class of
parity games with a bounded number of priorities are LFP-
definable. Our construction strongly depends on the Stage
Comparison Theorem for LFP. We shall then consider the
general question to what extent and under which conditions
definable characterisations of winning regions permit logical
translations into definable winning strategies, and vice versa.
We show that this is, in general, a non-trivial question. Under
natural conditions, the transfer from winning strategies to the
corresponding winning regions is not so problematic, and
we treat in particular the cases of parity games (with an
unbounded number of priorities) and games with a fixed w-
regular winning condition (depending on a bounded number of
colours). As a consequence, it follows that winning strategies
for parity games over infinite game graphs are, in general, not
LFP-definable. Translations in the other direction are more
delicate. We introduce a general concept of LFP-translations
from winning regions to winning strategies on a class of
game arenas. While there exist classes that do not admit such
translations in general, we shall be able to prove that the
class of finite game arenas does admit such translations. As a
consequence it follows that there exist LFP-definable winning
strategies on the class of all finite parity games (with an
unbounded number of priorities) if, and only if, parity games
can be solved in polynomial time, despite the fact that LFP
is, in general, strictly weaker than polynomial time.

II. PRELIMINARIES

Games and strategies. We consider (two-player) games given
by an w-coloured game arena that determines the possible
moves and by a winning condition which is a set of w-
coloured sequences that defines the winning plays for Player 0.
Whenever we study a class of games we assume that we have
agreed on a fixed winning condition (such as reachability,
Biichi, parity, and so on). Thus, when we represent games
as mathematical structures we only specify the game arena
but not the winning condition as part of the structure.

Game arenas are non-terminating graphs whose vertices are
coloured by natural numbers. We represent them by two-sorted
structures G = (VW w, Vy, V1, E, 2, <) where < is the usual
order on the natural numbers w, where (V, Vp, V1, E) is a non-
terminating graph and where 2 : V' — w is a function from
the first sort (the vertices V, the vertex sort) to the second
sort (the ordered set of natural numbers w, the colour sort).
As usual, the vertex set V = Vp W V; is partitioned into
positions Vj controlled by Player O and positions V; controlled
by Player 1. The edge relation E C V x V specifies the
possible moves of the players. A play (starting at position
vp € V) is an infinite G-path 7 = vovy --- € V* such that
(vi,vi+1) € E. With each such play we associate the induced
colour sequence (7)) = Q(vg)(v1) -+ € wW¥. A winning
condition (for Player 0) is a set W C w®. A game G is a
tuple G = (G, W) consisting of a game arena G and a winning
condition W. Player 0 wins aplay 7 € V¥ in G if Q(7) € W,
otherwise 7 is won by Player 1.
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A nondeterministic positional strategy for Player o in a
game G = (G,W) is a set of edges S C E N (V, x V).
The support of S is supp(S) := {v : vS # 0}, and the
closure of S'is S := S U (ENVi_, x V). Moreover, for
uw € V we let Reach(S,u) C V denote the set of all
nodes which are reachable from v in G via an S—path. The
strategy S is a winning strategy (for Player o) from u € V if
(Reach(S,u)NV,) C supp(S) and if every S-path 7 starting
in u is a winning play for Player o. The strategy .S is a winning
strategy (for Player o) on a set U C V if S is winning from
every u € U. We define the winning region of S as the set
W (S) of nodes u € V such that S is winning from u. We call
a strategy S for Player o complete if it is a winning strategy on
the entire winning region of that player, i.e. if W(S) = W,.

Fixed-point logics. We are interested in the definability of
winning regions and (positional) winning strategies in least-
fixed point logic LFP over two-sorted game arenas G = (V' ¢
w, Vo, V1, E,Q, <). We assume that the reader is familiar with
fixed-point logics and their relationship with polynomial-time
complexity (for background see e.g. [9, Chapters 2 and 3]) but
we briefly recall the definitions of LFP and IFP, as well as
the Stage Comparison Theorem for LEFP.

Let H: P(V¥) — P(V*) be an operator on k-ary rela-
tions over V. If H is monotone (that is, R C R’ implies
H(R) C H(R')), then it has a least and a greatest fixed-
point. We define the stages (H”)gcon of the least fixed-point
induction by H = 0, H*! = H(H"), and H* = {J4_, H”
for limit ordinals A. There exists a smallest ordinal « such
that H® = H®T! = H is the least fixed-point of H.

The logic LFP is built on top of first-order logic (FO) by
adding least and greatest fixed points of definable relations: If
»(R,T) is a formula with a new relation symbol R of arity
k = |Z| and T is a tuple of first-order variables such that R
occurs only positively, then [Ifp RZ.¢(R,Z)](y) is a formula
of LFP. The semantics of such formulae are defined as the
least fixed-points of the monotone operator F,: P(V*) —
P(VF), R~ {v: (G,R) | ¢(R,7)}. We sometimes write
< for the a-th stage of the least fixed-point induction of F,.
We shall also use greatest fixed-point formulae of the form
[gfp RT.¢(R, X)](7), whose semantics correspond to greatest
fixed-points of the operators F,.

For operators H which may or may not be monotone, we
define the stages of the inflationary fixed-point induction by
H° = ¢, H°t' = HP U H(H"), and H* = Uﬁ</\ﬁﬂ for
limit ordinals A. Since the sequence of stages is increasing,
inflationary fixed-point inductions always reach a fixed point
H® = >t — [°°. The logic IFP is defined similarly to
LFP, but inflationary fixed points are used instead of least
and greatest fixed points: If p(R,Z) is a formula with a
new relation symbol R of arity k¥ = |Z| and T is a tuple
of first-order variables (where R may occur also negatively),
then [ifp RZ.¢(R,T)](y) is a formula, whose semantics is
the inflationary fixed point of the operator F,: R — {v :

(G, R) = (R, )}



For monotone operators, E>® = B, Hence, every formula
of LFP can easily be translated into a formula of IFP. It
is a deep result by Gurevich and Shelah [10] for the case of
finite structures and by Kreutzer [15] for the general case, that
also the converse holds, i.e. that LFP = IFP. Although this
fact justifies to use the two logics interchangeably, one should
be aware that the translation of IFP-formulae into equivalent
LFP-formulae is far from obvious and changes the structure
and complexity of the formulae considerably. It is fair to say
that LE'P and IF'P are really two different logics which happen
to have the same expressive power. The main technical step
in the proofs showing that LFP = IFP is to express the stage
comparison relations of IFP-inductions in LE'P. In this paper
we also make use of the LFP-definability of these relations,
but for our purposes it suffices to consider these relations for
the simpler case, due already to Moschovakis [16], of LFP-
inductions.

Let thus G be an arena, let ¢(R,Z) be a formula such that
R occurs only positively, and let T be a tuple from V' with the
same arity as R (and T). The rank [0, of U with respect to ¢
is defined as the least ordinal « such that v € *. If there is
no such ordinal, the rank of v is co. The stage comparison
relations <, and < of y are defined as

T <, y if, and only if, Z,7 € ¢™ and |Z|, < |7|,,
T <, y if, and only if, T € ¢* and |Z|, < 7],

where we allow ||, to be co. For details on this and the
following theorem, see [16], [10], [15].

Theorem 1 (Stage Comparison Theorem). For every LFP-
formula (R, T) that is positive in R there exist LFP-formulae
(T <4 Y) and (T <, Y) that define the stage comparison
relations associated with . These formulae have the same
alternation depth as ¢ and their outermost fixed-point variable
has twice the arity of R.

Definability of winning regions and winning strategies.
Let K be a class of game arenas. We say that a winning
condition W C w* guarantees positional winning strategies
for Player o on K, if for every arena G € K, Player o has a
complete positional winning strategy in the game G = (G, W)
on his winning region. In this case we say that the pair
(K, W) allows LEP-definable winning regions for Player o
if there is an LFP-formula win, (x) which defines, in every
game arena G € K, the winning region of Player o in
the game G = (G, W). Analogously, (C,W) allows LFP-
definable (positional) winning strategies if there is an LFP-
formula strat, (x,y) which defines, in every arena G € K, a
complete positional winning strategy for Player o in the game

g = (G,W).

On two-sorted structures. Since game arenas are two-sorted
structures, we consider (a variant of) two-sorted LFP over
structures G = (V W w,Vp, V1, E,Q,<). As usual for the
two-sorted setting we have, for both, the vertex and the colour
sort, a collection of typed first-order variables. We agree to
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use Latin letters x,y,z,... for variables ranging over the
vertices and Greek letters v, 11, ... for variables ranging over
the colours. Note that for every vertex variable z, Q(z) is a
term over the colour sort (indeed this is the only non-trivial
kind of term which can be formed).

For second-order variables & we allow mixed types. In
order to restrict the expressive power of LFP over (w,<)
in a reasonable way and to ensure that the range of colour
variables in quantifiers is finite, we require that quantification
over the second sort is always bounded by a colour term, i.e.
Qv < t.p where Q € {3,V} and where ¢ is a colour term
in which v does not occur free, i.e. t = Q(x) or t = u for
1 # v. Of course, the same restriction applies for fixed-point
definitions. Still, our version of LFP is expressive enough to
define important numerical properties of the colours like “the
colour Q(z) of vertex x is even”.

As we often deal with winning conditions over a fi-
nite set of colours (i.e., winning conditions of the form
W C [d]¥ for some d € N), we also view game are-
nas as one-sorted relational structures over the vocabulary
Ta = {Vo,V1,E,Py,...,Py_1}, where Py,...,P;_; are
unary predicates which encode the colours of the vertices.
Obviously, the assumption that d is a constant is crucial at this
point. It is easy to see that in this situation both representations
are equivalent (e.g., Pz translates to 3='v(v < Q(x))). For
better readability we will use the representation of game arenas
as one-sorted structures in Section V knowing that our results
can as well be formulated in the two-sorted setting.

III. SAFETY AND REACHABILITY GAMES

To discuss the problem of how to translate logical defini-
tions of winning regions into definitions of complete winning
strategies, we first focus on the simplest objectives for games
on graphs, which are safety and reachability objectives. These
are dual to each other: If we assume that players have strictly
complementary goals, and the objective of one player is to
reach a certain set F' of positions, then the opponent has
a safety objective to ensure that the play stays inside the
complement of F'.

A reachability/safety game is thus given by a game graph G
and a subset F' C V that Player O wants to reach and Player 1
wants to avoid. The winning region for Player 0 is a least
fixed point whereas the wining region for the safety player is
a greatest fixed point. The winning regions can be defined by
the formulae

wing(z) :=[fp Wa . Fz vV (Vo A Fy(Exy A Wy))
vV (Viz AVy(Ezy — Wy)](z),
wing (z) :=[gfp Wz . ~Fz A (Voz — Vy(Ezy — Wy))
A (Viz — Jy(Exy A Wy))](x).
For the safety player, here Player 1, it is trivial to extract a
winning strategy from the winning region since all the player

has to do is to remain inside his winning region. Thus, a
complete winning strategy is defined by the formula

straty (z,y) := Viz A Exy A wing (y).



For the reachability player, here Player 0, it does not
suffice to remain inside the winning region; a winning strategy
actually has to make progress towards the target set. However,
the LFP-definition wing(z) = [lfp Wz . (W, z)](z) of the
winning region W, gives us a (on infinite graphs possibly
transfinite) stratification into stages Wy = (J,con, Ws' and
associates with every position v € Wy the rank rk(v) := |v],.
We call a strategy S for Player O strictly progressive if
rk(v) < rk(u) for all (u,v) € S. It then follows from the
definition of ¢ that rk(v) < rk(u) even holds for all (u,v) € S
with rk(u) < oco. Hence ranks are strictly decreasing on all
plays that start in W(S) and are consistent with S. As a
consequence, the union of two strictly progressive winning
strategies is again strictly progressive, which implies that there
exists a unique maximal strictly progressive winning strategy
for Player 0, which we call the optimal winning strategy. It
can be described as the set of edges from V) x V' that strictly
decrease the rank.

We infer that not only the winning regions in reachability
games are definable in fixed-point logic, but also the optimal
winning strategies. In fact we obtain a simultaneous IFP-
definition of the winning regions and the optimal winning
strategy S*. Indeed the pair (Wp,S*) is the simultaneous
fixed-point of the IFP-formula

ifp(W,S) Wz + Fx vV (Voz A Jy(Ezy A Wy))
VvV (Viz AVy(Exy — Wy))
Sxy < Exy AN Voxr A —-Wax A Wy.

For an alternative possibility for defining optimal win-
ning strategies, we directly use the stage comparison relation
which, by the Stage Comparison Theorem, is definable by
an LFP-formula <. It follows that optimal winning strate-
gies in reachability games are defined by the LFP-formula
strato(z,y) := Vox A Exy Ay <, x. The following theorem
summarizes the observations of this section.

Theorem 2. For safety games, winning regions and complete
winning strategies are definable by LEFP-formulae with just
one monadic greatest fixed point operator, applied to a first-
order formula. For reachability games, winning regions and
complete winning strategies are definable by L¥P-formulae
with binary least fixed-points operators, applied to first-order
formulae.

1V. BUCHI GAMES

In a recurrent reachability or Biichi game, Player O tries
to enforce an infinite number of visits to a target set F.
The opponent has an eventual safety, or Co-Biichi, objective,
trying to ensure that from some point onwards the target
set F' is avoided. We can regard Biichi games as parity
games over the set of priorities {0,1}. We shall prove that,
on the basis of LFP-formulae wing(z) and wing(x) that
define the winning regions in Biichi games, we can construct
formulae strato(z,y) and straty(x,y) defining complete po-
sitional winning strategies for the two players. The ideas and
techniques that we use will generalise to parity games with a
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bounded number of priorities. Blichi games can be solved by
nested attractor computations. The winning region of Player 0
in a Blichi game with target set F' is defined by the formula

wing(z) :=[gfp Yy . [ifp Zz . (Y, Z, 2)|(y)](z) where
oY, Z,z) :=(Fz A ((Voz A Ju(Ezu AYu))
V (Viz AVu(Ezu — Yu))))
V (=Fz A (Voz A Ju(Ezu A Zu))
V (Viz AVu(Ezu — Zu)))).

The winning strategy underlying this formula has two
components. At nodes in F', Player O just has to ensure to stay
in her winning region. Thus, she plays with a safety strategy,
and we need nothing more than the formula wing to define
her winning strategy at positions in F'. At nodes outside F,
Player O needs to make progress towards a node in F' that is
in her winning region. She is able to do that by employing an
attractor strategy that is based on the stratification |, .o, W'
of her winning region Wy. For v € Wy, we have v € W
if, and only if, v is in F. This attractor strategy underlies
the last least fixed-point induction in the evaluation of the
formula wing. The strategy is defined, as for reachability
games, by a stage comparison relation. We need to define a
formula that induces the correct least fixed-point induction
and its associated stage comparison relation. Given the inner
subformula (Y, Z, z) inside the the formula wing(z), we put
©*(Z,z) == @Y, Z, z)[Yu/wing(u)] where we replace in ¢
every occurrence of the gfp-variable Y by the formula defining
that greatest fixed point. Thus ¢*(Z, z) defines the update
operator for the 1fp-induction at points outside F', for the case
that Y is set to the winning region.

By the Stage Comparison Theorem, the associated stage
comparison relation is definable by an LFP-formula = <~ y.
Thus a complete winning strategy for Player 0 in a Biichi
game is defined by the formula stratg(x,y) :=

Vor A Exy A ((Fz Awing(y)) V (mFz Ay <4~ 2)).

For Player 1, who plays with the Co-Blichi objective to
hit F' only finitely often, the winning region is defined by a
dual formula

wing (z) :=[UpYy.[gfp Zz.9(Y, Z, 2)](y)](x) where
WY, Z,z) :=(Fz A (Viz A Fu(Ezu A Yu))
V (Voz AVu(Ezu — Yu))))
V (=Fz A (Viz A Ju(Ezu A Zu))
vV (Voz AVu(Ezu — Zu)))).

Again, we define the positional winning strategy that un-
derlies win;(z) by stage comparison relations. The winning
region of Player 1 has a stratification W = (J ¢, W1* which
assigns to every position v a rank rk(v) := min{a : v € W}
if v € Wy, and rk(v) = oo otherwise. On each stage W,
Player 1 is able to trap the play inside the set | s<a ng , and
at nodes v € F' of rank « he can force the play to a successor
position u of strictly smaller rank. The set W} contains only



positions outside F'. Thus, on her winning region W7, Player 1
can ensure that, from some point onwards, only positions
outside F' are visited. The formula defining the operator for
the Ifp-induction is o(Y,y) := [gfp Zz.9(Y, Z, 2)](y) and
the stratification (W{*),con coincides with the stages of the
LFP-induction of ¢(Y,y). The associated winning strategy
can now be expressed in terms of the LFP-formulae z <, y
and x <, y for the stage comparison relations with respect to
©, by the formula strat (z,y) :=

Vi ANEzy A (Fx Ny <, x)V (-Fz Ay <, 2)).

Theorem 3. On Biichi games complete winning strategies for
both players are definable by L¥FP-formulae of alternation
depth two with binary fixed-point variables.

V. PARITY GAMES WITH A BOUNDED NUMBER OF
PRIORITIES

The formulae defining winning regions for Biichi and Co-
Biichi games can be generalised to LFP-definitions of winning
regions for parity games with priorities in {0, ...,d — 1}, for
any fixed d € N. We regard such games as relational structures
over the vocabulary 74 == {Vo, V1, E, Py, ..., Py_1}, defined
as in Section II, and denote this class by PG,.

Theorem 4. The winning region of Player O in parity games
in PGq is defined by wind(zo) :=

lgfp Xoz1.[ifp X122 - - - [fp Xa—124.04](xa—1) - - - |(21)](20)

with
B d—1
wd(X,zq) = \/ (Voxa A Prg A Jy(Exqy A Xiy))V
k=0

(Vizg A Pyeg NYYy(Ezay — X1y)))

The fixed-point operators alternate between greatest and least
fixed-points; hence, the innermost fixed-point is a greatest
fixed-point if d is odd, and a least fixed-point if d is even.

This construction is due to Walukiewicz [21]. For a different
proof of correctness, based on model checking games, see
[9, Chapter 3.3.6]. Our goal is to show that on every class
‘PG4, not just the winning regions, but also complete winning
strategies are LFP-definable.

Theorem 5. For every d € N, there exists an LFP-
formula stlrautg(az7 y) that defines a complete winning strategy
for Player 0 for parity games in PG,.

Our approach for proving this generalises the construction
for reachability, safety, and Biichi games. We take the formula
for defining winning regions and extract from it a formula that
defines a winning strategy, based on stage comparison argu-
ments. However, the formula defining the winning regions has
alternation depth d, which makes the construction considerably
more involved.

We have to take apart, and modify the formula wing, SO
as to obtain for each priority £ < d an appropriate inductive
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operator (with only one free fixed-point variable) on which we
can apply the Stage Comparison Theorem.

Starting with the first-order part 4(X,z4) of the for-
mula wing(xo), we inductively put o (Xo, ..., Xp—1,2k) =
fp Xkxpt1 - 0r+1(Xoy .- oy Xk, Tit1)](xr) where fp = gfp
in case k is even and fp = 1fp for odd k. Notice that ¢g (o)
coincides with wing (o) and thus defines the winning region
of Player 0.

Based on the formula ¢ (X, ..., Xk_1,Tx), We construct
formulae ), to define Player 0’s next moves from positions
with priority k. To do so, we have to eliminate the free second-
order variables in ¢y, in the right manner and find the correct
induction for every position in the game, based on the stage
comparison relation. The formulae 1)y and ¢; contain one
free first-order variable, the formulae o, ...,14_1 contain
a second free first-order variable z that is a parameter. The
formulae vy, for odd k, begin with a least fixed-point operator.
Therefore, there is a stage comparison relation associated with
its induction. We write <; and <; for the stage comparison
relations with respect to 11, and <3 and <}, with respect to v,
forodd k € {3,...,d—1}, where is z is the parameter of 1.
These stage comparison relations are definable in LFP by the
Stage Comparison Theorem.

o Yo(z0) = wo(zo),

o Y1(z1) = p1(x1, Xou/po(u)),

o (2, 22) == pa(xa, Xou/wo(u), X1u/u <1 z), and

o for 2 < k < d: Yy(z,zy) is defined as ¢ with every
occurrence of X,u, for 0 < j < k even, substituted
by 9;(2,u), and every occurrence of X;u, for 0 < j < k
odd, substituted by <j z.

To distinguish between x; and the parameter z we
write 1y »(x)) instead of iy (2, xr). We are ready to define
the LFP-formula that expresses Player 0’s winning strategy
stratd(z,y) =

Vor A Bry A (Pox Abo(y) V' \/  (Prx Adbrea(y))V

1<k<d,
k even

(Pix Ay <12)V \/ (Prx ANy <3 x)).
1<k<d,
k odd
It remains to show that it indeed describes a com-
plete winning strategy. Notice that iy ,(x) has the form
[fp Xkzkt1 - Ok 2 (Xk, x+1)](zx)- The following observation
follows directly from the definition of 951 ..

Lemma 6. If ¢y .(71) = [fp Xpapi1 - Ok, (Xi, 2pg1)](2r),
then for all positions v, w in a game G € PGg, we have
o for k odd, G = Oy ,({u € V : u <} v}w) & G =
Yr41,0(w), and
o for k even, G = Y ,({fu € V : G E ¢p,(v)},w) &
g ): ¢/€+1,v(w)'

We next define the rank of a position v € Wj. The

difference to the ranks used in Biichi games is that the nested
fixed-points in wing induce a multi-dimensional rank, that is



described by an m-tuple of ordinals, where m = [%] is the
number of odd priorities in G.

Definition 7. For a position v € Wy in a parity game G €
PGy, let tk(v) = (ai...y) where o; = |v|g,,_, ,, Le.,
the stage of v in the induction of the formula Uy, »(Xp, Tri1)
for k = 2i — 1. For every i < m, we write <; for the
lexicographical order on the components 1 to i of such m-
dimensional ranks.

For the rank to be well-defined, we need to show that, for
v € Wy, each component of the rank is indeed an ordinal.

Lemma 8. For all k € {0,...,d — 1} we have v € Wy if,
and only if, G = Vg »(v).
Proof. Let k € {0,...,d—2}. We show that G |= 1, ,(v) if,
and only if, G |= ¥11,,(v). Then, the claim follows directly,
since we have G |= 1o (v) if, and only if, v € Wj.
If k is even, we have Vi,
[gfp kak+1 ~79k,z(XkaIk+1)K$k)~ Let A C V be the
greatest fixed-point of ¥, ,,. In particular, we have

A={ueV :GEN ,(Au)}={ueV:GE.,(u)}
It follows by Lemma 6 that
GEYL(v)eveAde G EV.(Av) &G E ().

If k is odd, we have Vi, 2 =
fp Xpwhi1 Vg ( Xk, vhr1)](zk).  Let  (XP)geon be
the stages of the least fixed-point induction of ¥}, ,,. We have

X ={ueV:GEdh (X" u)}

for successor ordinals . G }= v, (v) implies the existence
of a successor ordinal o with v € X and v ¢ XL
Furthermore, we have X¢ = {u € V : v <} v}, and
Xl ={u eV :u <Y v} It follows by Lemma 6 that

veX* e GEN ({ueV u=<jv},v)
<~ g IZ ¢k+1¢v(v)'

Assume G B 1, (v). Then, we have v ¢ X*° and X =
{u €V :u <} v}. It follows by Lemma 6 that

v¢ XP &GV ,{ueV u=<}o}lv)
© G Yrr10(v).

Altogether, we have shown G = 1y, (v) if, and only if,
G E Yry1,0(v), forall 0 <k <d-—1. O

Thus, the rank function is indeed well-defined. In the case of
reachability games, we argued that our winning strategy .S was
defined correctly, because, in a play that is consistent with .S,
the ranks are strictly decreasing until the set F' is visited. The
following lemma is an analogue to that observation.

Lemma 9. Let S be the strategy defined by the for-
mula stratd(z,y), and let v € Wy be a position with
priority k. Then, the following three statements hold.

1) If v € Vy, then vS # .

2) We have w € Wy for all w € vS.
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3) If k is odd, rk(w) <r+1

11 rk(v) for all w € vS, and
if k is even, tk(w) <k rk(v) for all w € vS.

Proof. We prove the first claim. Let v € Vj, k be odd, and
(X B )geon the sequence defined by the induction of ¥y, , on G.
We have G |= 9y, (v) by Lemma 8. Hence, there is a succes-
sor ordinal o > 1 with with v € X and v ¢ X°~!. Since
X ={u€eV:GE¥,(X*1 u} and by the definition
of Y, there is a position w € X~ with (v,w) € E, in
particular w <% v. We conclude v.S # 0.

Now, let k be even. Again we have § |= v, (v), which
means that v is an element of the greatest fixed-point A C V
of ¥ ,. It follows from the definition of ¥, that there
is a position w € A with (v,w) € E. Altogether, we
conclude vS # ) for all v € V.

We show the second and third claim. The problem is that
rk(w) and rk(v) are defined by different formulae, namely
1/’1, wS,wa s ad)m,w and 1/)17 ¢3,'Uv cey wm,v respectively. We
have to show that both ranks can be compared nonetheless.
Let v be an arbitrary position in W, with priority k. For
odd 1 < ¢ < k, we define the set of positions U;
{u € V :u <V v}, and for even 1 < i < k we define
Uy ={ueV:GE1,(u} Fori < k odd, we have by
Lemma 6 that

U={ueV:u<lv}=
={ueV:G6EV ,{weV :iw=<{v}u)}
= {u ev:.g ': 1/)Z~+1,U(u)} = Ui+1.

Let ¢ < k be even. We claim U,;;; C U;: Let u € U;41.
By definition we have u <} ' 1 v, which implies, by Lemma 6,
that

GEYirow) G EV({weV G Edi(w)}u)
=G ’: wi,v(u)-

Thus, we have u € U;.
If k is odd, we conclude for all 1 <1 < k,

{ueV:iu<jv}C{ueV :u<pv} CU,

and if k is even, we conclude for all 1 <17 < k,

{U eV:g )I @Dkyv(u)} CcU;.

Let k be odd. If v is controlled by Player 1, we have w <}, v
for all w € vE = vS by definition of vy, .. If v is controlled
by Player 0, we have w <% v for all w € vS = vS by the
definitions of v, ,, and stratg. Let w € V with w <}, v, for an
arbitrary v € Wy. We need to show rk(w) <41 1k(v). By the
argument above, we have w € U; for all 4 62{1, ok =1}
In particular, this implies w € Wy for all w € 1)5’, since we
have Uy C Wy. If w <1 v, we are done. Otherwise, we have
Uy = {u € V:u <y w}, which means )5, and s, are
equivalent on the game G, and so are 13 ,, and 13 ,,. Therefore,
we can repeat the argument with 13 ,,. Finally, we obtain

{ueViu<puwl={ueV: :u<jw}
C{ueV:iu<v}=Us,



which means rk(w) <ip rk(v) for all w € vS.

Let k£ be even. If v is controlled by Player 1, we have
G = ¢Yro(w) for all w € vE = vS by definition of ), ,.
If v is controlled by Player 0, we have G = vy ,(w) for
all w e vS =vS by definitions of v, and stratg. Thus, we
have w € U; for all ¢ € {1,...,k—1} by the argument above.
In particular, this implies w € W for all w € vS. The rest of
the argument works almost analogously to the case for odd k.
With the exception, that at the end we might only conclude

fueV:GEYrwu)} ={ueV:GEp(u)} = Uy

So we have rk(w) < rk(v) for all w € vS. This completes
the proof of the lemma. O

We are now ready to prove the correctness of the for-
mula stratd(, 2, ), and thus Theorem 5. This is an immediate
consequence of the following lemma.

Lemma 10. On a game G € PG, let S be the strategy defined
by the formula stratl(z,y) and let © = vovyvs ... be an S-
path that starts in the winning region of Player 0, i.e. vg € W.
Then m is a winning play for Player 0.

Proof. By Lemma 9, 7 remains in the winning region of
Player 0. We consider the sequence of ranks (rk(v;))ien
induced by the play 7. By Lemma 9, we know that we have,
for all i € N,

o tk(vit1) <ip rk(v;) for k = Q(v;) odd, and
o tk(vit1) <k rk(v;) for k = Q(v;) even.

We take a closer look at the highest component ¢ in the
sequence of m-tuples such that from some point onwards
the first £ components of the ranks do not change anymore,
more formally, the highest 1 < ¢ < m such that there is
a j € N such that we have, for all ¢ > j and all n < /,
tk(v:)(n) = rk(vi1)(n).

If no such ¢ exists, then the first component of the ranks
changes infinitely often. But there is no infinite strictly de-
creasing chain of ordinals. Furthermore, the first position of
a rank can only be increased if the play reaches a position
with priority 0. Thus, for the first position to change infinitely
often a position with priority 0 has to be visited infinitely
often. Hence, Player 0 wins the play.

Assume such an ¢ exists, and let j be the corresponding
position in the play, such that rk(v;)(n) = rk(v;y1)(n) for
all ¢ > j and all n < /, i.e. that from position j onwards
the first £ components in the tuples do not change. Thus, after
position v; no position with an odd priority lower than 2/ is
visited anymore. If we have { = m, no odd priority is seen
from positions 5 onwards, which means a win for Player O.
In the case of ¢ < m, the component ¢ + 1 changes infinitely
often. Thus, it must also be increased an infinite number of
times. But without changing a component greater than /, this
can only be established by visiting a position with an even
priority lower than 2¢ + 1, which again means that Player 0
wins. Hence, Player O wins the play 7 in every case. O
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VI. TRANSLATIONS BETWEEN WINNING REGIONS AND
WINNING STRATEGIES

Obviously the two fundamental concepts for the analysis
of a game, winning regions and winning strategies, are inti-
mately connected. Many algorithmic and logical approaches
to games can be used to produce, with minor modifications,
both winning regions and winning strategies. However this is
not always the case and the passage from winning strategies
to winning regions, and even more so in the other direction,
is far from being trivial.

Indeed, for both directions there are examples of games
where one concept is trivial, while the other is not computable.
Such examples can be produced in many variations and need
not be complex; there are automatic game graphs obtained
from configuration graphs of Turing machines [6] such that
the winning condition is trivial, while finding strategies corre-
sponds to solving the halting problem, and, by simple modi-
fications, such that all strategies of one player are winning,
despite the winning region forming an undecidable set of
vertices.

Theorem 11. There exist games G, G’ over infinite automatic
game graphs and winning conditions that are expressed in
LTL or, equivalently, in first-order logic, such that for G, the
winning regions are computable but winning strategies are not,
and for G', complete winning strategies for both players are
computable but winning regions are not.

Proof. Let M be a (deterministic) Turing machine operating
on natural numbers, with the following properties.

o The problem whether, for given n € w, M halts on input
n, 18 undecidable.

o From Cy(n), the initial configuration on input n, M either
reaches an accepting configuration, or the computation of
M is infinite without reaching a final configuration.

It is well-known that the configuration graph of any Turing
machine is automatic. Let H be the configuration graph of M
where the accepting configurations get an additional self-loop
and are colored red, an let H' be a copy of H with a switched
coloring, i.e. precisely the non-accepting configurations are
colored red.

Let now G be the game where Player 1 first picks any blue
node n € w, from which Player 0 has the choice to move to
the input configuration Co(n) in either H or in its copy H'.
We can assume that all nodes in H U H’ belong to Player 1.

Now consider the LTL winning condition blue — F'Gred
for Player 0, saying that if the play ever goes through a blue
node then it will later reach a red node and never leave the
red nodes after that.

With this winning condition, Player 0 has a winning strategy
in G from any position, since for every n € w it is the case
that in either H or H’, the unique infinite path from Cj(n)
satisfies F'Gred. Hence the winning region of Player O is the
entire game graph. However, to find the winning strategy from
node n one has to decide whether M halts on n, which is



undecidable. Hence there is no computable winning strategy
for Player 0.

The winning condition can be formulated in several other
ways, for instance blue — G Fred. If one chooses a different
colouring in H' one can also bring it to a form blue — (FredV
G yellow), and express it by a first-order formula that is even
in AQ.

The construction of G’ is even simpler: just take the disjoint
collection of all computation paths of M from Cy(n) for all
natural numbers n, assuming that all moves (which are trivial
anyway) are made by Player 1. A play is won by Player 0O if
it terminates, i.e., reaches a halting configuration. There are
no choices so (winning) strategies are trivial, but the winning
regions are undecidable. (]

Hence, for definability issues as studied in this paper, the
question arises under what circumstances a logical definition
of the winning regions in a class of games also yields a
definition of complete winning strategies, and vice versa.

For the translation from winning strategies to winning
regions, we give answers for two slightly different instances
of the problem: One answers the question for certain classes
of games, while the other provides a translation from winning
strategies to winning regions for games with a single fixed w-
regular winning condition. (Note that the parity condition is
only w-regular for a bounded number of priorities.) The main
ingredient in the proofs of the theorem are lemmas which state
that the set of positions from where all paths consistent with
a strategy satisfy the winning condition is definable in LFP.

Theorem 12. (a) Let K C PG be a subclass of the class
PG of all parity games (with an unbounded number
of priorities) such that complete winning strategies are
uniformly LEP-definable on K. Then the winning regions
are LFP-definable on K.

(b) Let W C X% be an w-regular language over a finite
set X2 of symbols. Let A be a class of arenas G such that
complete winning strategies for the class K = {(G,W) :
G € A} are uniformly LFP-definable. Then winning
regions are uniformly LFP-definable.

In what follows we present a proof of Theorem 12. A
detailed description of the model checking games used in the
argument can be found in Chapter 3 of [9].

Part (a): Let PG be the class of parity games with an
unbounded number of priorities.

Lemma 13. There is a formula (S,w) € LFP with a
free first-order variable w and a free binary second-order
variable S, that defines those positions w of a parity game G €
‘PG, such that on every infinite S-path from w the lowest
priority seen infinitely often is even.
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Proof. Given a binary relation S, we let (S, w, p) :=

gfp Xz . fpYy.[gfp Z=.
(Qz) < p AVu(Szu — Xu))V
(Q(z) = p AVu(Szu — Yu))Vv
(1 < Q(2) ANVu(Szu — Zu))

J(w)](2)](y)

We claim that this formula defines the set of pairs (w, ut) such
that every infinite S-path from w either contains infinitely
many nodes z with Q(z) < p, or only finitely many nodes
with Q(z) = pu.

To see this, consider the model checking game for this
formula, played on a graph (V,S) with a fixed node w and
a fixed priority p. Let «(z) be the subformula inside the
fixed point definitions. At position a(z) in the model checking
game, Player 0 chooses the right disjunct, according to the
priority of z, and then Player 1 takes the game from z to an
S-successor u of z; via Xu, Yu or Zu the play then proceeds
to position a(u).

Thus a play in the model checking game essentially amounts
to the choice of an S-path from w by Player 1. Such a play
is won by Player 0O if the outermost fixed point variable seen
infinitely often is either X or Z. But this is the case if either
a priority smaller than p is seen infinitely often or, if this is
not the case, priority p occurs only finitely often on the path.

Thus, the formula

Y(S,w) = Vu(Odd(p) — ¢(S, w, 1))

defines those elements w such that on every infinite S-path
from w the lowest priority occurring infinitely often is even.
O

Proof of Theorem 12 (a). We assume that there is a formula
o(z,y) € LFP that defines a complete winning strategy for
Player 0 on L C PG. Let G € K be a parity game and let S
be the strategy defined by ¢ on G. The closure of S is defined
by the formula

o (x,y) = p(z,y) V (Viz A Ezy).

Since S is a winning strategy on W), the lowest priority seen
infinitely often on every infinite S -path that starts from W) is
even. Lemma 13 states that there is an LFP-formula (S, w)
that defines those positions w of a parity game G € PG such
that on every infinite S-path from w the lowest priority seen
infinitely often is even. Furthermore, for every position v € Vj
in the winning region of Player O there is a position u
with (v,u) € E such that G = ¢(v,u), since ¢ defines a
winning strategy for Player 0. Hence, the following LFP-
formula defines the winning region of Player O in G.

¢*(w) = ¢(w7 Smy/(p* (Tvy))

The reasoning for Player 1 is analogous.



Part (b): Part (b) is proved via an analogue to Lemma 13,
using that w-regular languages are MSO-definable.

Lemma 14. Let ¢ be an MSO-formula over infinite words,
and let W be the language described by 1. Then, there exists
an LEP-formula ©(S,v) with a free first-order variable v
and a free binary second-order variable S that defines those
positions v in an arena from where the labeling of every infinite
S-path is contained in W.

Proof. Assume that there is a bisimulation-invariant MSO-
formula ¢(.S, v) that defines the respective positions. By [12],
there exists an equivalent formula @' € L, such that
(A, S,v) E @ if, and only if, the labeling of every infinite
S-path from v is contained in W/. As L, C LFP, the lemma
follows.

To see that such a bisimulation-invariant formula ¢(S,v)
exists, let 9 be as follows:

¥ =YX (5-Path(X) — (X)),

where S-Path(X) := Xv AVz(Xz — Sz Ay(Exzy A Xy)).
It follows that v in (A, S) has the desired property if the
unfolding Unf(A,S,v) E 9. By [7], there exists a formula
©(S,v) as required, but for the bisimulation-invariance. To
see that the ¢ is indeed bisimulation-invariant, assume the
contrary. Then, there exist two bisimilar structures (A, S,v) ~
(A", 9, v") with (A, S,v) = @, (A,5,v") = . It follows
that Unf(A, S,v) E ¢, and Unf(A’,S",v") = 9. This is
a contradiction, as ¢ is clearly bisimulation-invariant, and

Unf(A, S,v) = Unf(A’, S, v). O

As a corollary of Theorem 12(a), we obtain a non-
definability result for winning strategies on PG from the
corresponding result for winning regions [8, Theorem 9].

Corollary 15. Complete winning strategies on the class PG
are not definable in LFP, even under the assumption that the
game graph is countable and the number of priorities is finite.

We proceed to study the converse translation, from winning
regions to complete winning strategies: is it true that for LF'P,
in general, the definability of winning regions implies the
definability of complete (positional) winning strategies? At
least we were able to obtain such translations for the case of
parity games with a bounded number of priorities in Section V.
We start by specifying the formal setting.

Definition 16. A class K of arenas allows LFP-translations
for Player o (of LFP-definable winning regions to LFP-
definable positional winning strategies) if for every winning
condition W C w“ which guarantees positional winning
strategies on K for Player o and for which (K, W) allows
LFP-definable winning regions for Player o, the pair (K, V)
also allows L¥P-definable (positional) winning strategies.

The main question now reads as follows: does the class Ky
of all game arenas allow LFP-translations? We can give the
following partial answers to this question.
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Theorem 17. There is a class K = {G; : i € w} consisting
of countably infinite game arenas G; which does not allow
LFP-translations.

Proof. We construct a class K of game arenas which does not
allow LFP-translations (for Player 0). The class K consists
of a countable family of game arenas G;. We develop a
corresponding winning condition YV such that the winning
regions in all games G; = (G;, W) are trivial, meaning that
Player 0 wins from every position (hence, the pair (K, V)
clearly allows LFP-definable winning regions for Player 0).
Moreover, the objective of Player O essentially is a parity
winning condition, which means that he has positional winning
strategies on his winning region. However, while the winning
regions in the games G; = (G,W) are trivial, fixing a
positional winning strategy is hard, since this requires to solve
a family of parity games with an unbounded set of priorities
(which is known to be undefinable in LFP in general). This
shows that the pair (}C, W) does not allow LFP-definable
winning strategies for Player 0, which in turn implies that
IC does not allow LFP-definable translations.

We proceed to give the formal construction. Let (;(x));cqw
be an enumeration of all LE'P-formulae with one free variable
over the signature of arithmetic. Moreover, let M; denote
the model checking game (with parity winning condition)
for p;(z) on M = (N, +,-). For every n € N there exists a
position v,, in M, such that Player 0 wins the parity game M
from position v, if, and only if, 91 = ¢;(n). We also consider
the dual parity game M¢ which is won by Player 0 from
position v,, if, and only if, 91 [~ ¢;(n). Without loss of
generality we assume that the priority 0 does not occur in
any of the games M; and MZ. We let K = {G; : i € w}
where the game arena (G; is depicted in Figure 1 and we set

W= {r € [w]”:if 0 € Q(n), then min(inf(x)) is even}.

Hence, Player 0 either has to avoid the special priority O or
he has to satisfy the parity winning condition. Consequently,
Player 0 wins every play in the game G; = (G;, W) which
does not start at position ;(x) or at position ¢;(n) for n € N.
In a play which starts at position ¢, (x), Player 1 first chooses
a natural number n € N and Player 0 has to decide at the
following position ¢;(n) whether he wants to play the model
checking game M; from position v,, (which he wins if 0N =
¢i(n)) or the dual game M¢ from the same position (which
he wins if 9 £ ;(n)). Hence, Player 0 wins the game G;
(G;, W) from every position with a positional strategy and
thus the pair (IC, W) clearly allows LFP-definable winning
regions for Player 0.

We claim that (K, W) does not allow LFP-definable win-
ning strategies for Player 0. Otherwise, assume that some
LFP-formula strat(z,y) defines in every game arena G; a
complete winning strategy for Player 0 in the game G,
(Gi;,W). Every arena G; can be defined in 91 using a
first-order interpretation. Using this first-order interpretation
and the formula strat(zx,y), it is easy to obtain an LFP-
formula ¢} (x) which is equivalent to ¢;(z) over 91 and which



(M, vo)

(M;iv UU)
0
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vi(x)
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(Mf, vn)

Fig. 1. Game arena G;

has the same alternation depth of fixed-point operators as
strat(z,y). This, however, contradicts the strictness of the
alternation hierarchy of LFP over 91. O

The picture is different when we restrict ourselves to the
class Kg, of all finite game arenas.

Theorem 18. The class Kg, allows LFP-translations.

To prove this theorem we recall the construction of Otto [20]
to show that LFP captures polynomial time on classes of
(finite) graphs where all vertices can pairwise be distinguished
by the notion of bisimulation.

Given two arenas G = (VW w, Vo, V1, E,Q,<) and H =
(V'Ww, Vg, V{,E', Q<) we say that a relation Z C V x V'
is a bisimulation if for all pairs (x,y) € Z the following
conditions are satisfied:

(a) = € V, if, and only if, y € V for 0 € {0,1} and Q(z) =
Q' (y), and

(b) for (z,2') € F there exists (y,y’) € E' with (2/,y') €
and

(c) for (y,y’) € E' there exists (z,2') € E with (2/,y') € Z.

For v € V and w € V' we write G,v ~ H,w if there
exists a bisimulation Z C V x V'’ with (v,w) € Z. For the
case G = H, the maximal bisimulation relation Z C V2 is an
equivalence relation on V. For what follows, we consider finite
game arenas G (which means that V' is finite). We construct
an IFP-formula x < y such that for the formula z ~ y :=
-z <y A~y < x and every finite game arena G we have:

Z,
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(i) {(v,w) € V?: G [ v ~ w} is the maximal bisimulation
in GTt, and
(i) {(v,w) € V2:G v < w} is a strict (linear) preorder
on V, which means that < is a linear order on the set of
bisimulation equivalence classes V™~ = {[v] : v € V'}.
It is easy to see that the following formula has the desired
properties x < y :=

[ifp <y (Vox AViy) V (Vo < Voy AQ(z) < Qy)) v
(x ~yAIz(Bzz AV (Byz — 2/ o 2) AV (2 <z —
("~ ANEx) < 32~ 2 A Eyz")} (z,y).

Since LFP = IFP we know that the strict preorder < can
also be defined by an LFP-formula. The bisimulation quotient
[G] of G results from taking the quotient with respect to bisim-
ulation, i.e. we have [G] = (V™ W w, Vy, V™, E~,Q, <)
where

e V¥ ={[v]:veV}and V)" ={[v] : v € V,}, and

o B~ ={([v], [w]) : ([v] x [w]) N E # 0}, and Q~([v])

Q(v).

The LEF'P-definable preorder < yields an LFP-definable lin-
ear order on V™. The importance of the notion of bisimulation
stems from the fact that winning regions are preserved. Indeed
this holds for arbitrary winning conditions.

Lemma 19. Let W C w® be a winning condition and let G =
(Vew,Vo,V1,E,Q,<)and H= (V'"dw,Vy,V{,E', Y, <)
be two arenas with v € V and w € V'. If G,v ~ H,w then
Player o has a winning strategy in (G, W) from v if, and only
if, she has a winning strategy from w in (H, ).

Proof. Let g: V*V, — V be a winning strategy of Player
o from v € V in (G,W). We describe a winning strategy
for Player o starting from w in (H,W). During a play
T = wowiwse - -+ € V' starting from wo = w in (H, W) he
ensures that there is a corresponding play g = voviva -+ €
V¢ starting from vo = v in (G, W) which is consistent with
the strategy g such that G,v; ~ H,w;. For the inductive step
we consider two cases. If w; € V/__ then the next position
wit1 € V' with (w;, w;+1) € F is chosen by Player 1 — o.
Since G,v; ~ H,w; we have that v; € V;_, and there exists
viy1 € V such that (Ui,UiJrl) € F and G,v;y1 ~ H, Wig1-
Moreover, the extension of the partial play vgvy---v; to
UoU1 - - - U;V;41 yields a partial play in (G, W) which is still
consistent with the winning strategy g.

If w; € V] then also v; € V,. We choose v;41 =
g(Uo ce Ui). Then (Ui,’Uj,+1) € F and Vot ViVi41 is a partial
play in (G, W) which is still consistent with g. Since G, v; ~
H,w; we can find w;y; € V' such that (w;,w;y1) € E’
and G,v;41 ~ H,w;y1 (and this is the choice of Player o at
position wy - - - w;).

Assume that Player o plays according to this strategy and
produces a play 7y = wowy - -+ in (H, W) together with the
corresponding play m¢ = vovy --- in (G, W). Since 7¢ is
consistent with g we know that Q(7g) € W,. However, since
G,v; ~ H,w; we have Q(v;) = Q' (w;) which means that



Q(ng) = Y(my). Hence ' (ny) € W, and Player o wins
7y as claimed. O

In particular we have G, v ~ [G], [v]. Hence, if W,, denotes
the winning region of Player o in (G, ) and W,” denotes the
winning region of Player o in ([G], W) we have W' = {[v] :
v € W5} and W, = |JW/". Moreover, winning strategies of
Player o in [G] can easily be lifted to winning strategies for
Player ¢ in G.

Lemma 20. Let S~ C V" x V™ be a complete positional
winning strategy for Player o in (|[G],W) on her winning
region W°. Then S = {(v,w) € V, x V : ([v],[w]) €
S~ (v,w) € E} is a complete positional winning strategy
for Player o on her winning region W, in (G, W).

Proof. First we observe that for every v € V,, the strategy
S contains at least one pair (v, w) with (v,w) € E. Indeed,
for [v] € V7, the strategy S™ contains a pair ([v], [w]) € S~
with ([v], [w]) € E™, hence for some w’ € [w] we have that
(v,w') € S.

Let m = vgvivous -+ be a play in (G, W) starting from
a vertex vg € W, which is consistent with S. As we
observed above we have that [vg] € W;'. We claim that
[7] = [vo][v1][v2] - - - is a play in [G] which is consistent with

For the case where v; € V,, we have that ([v;], [vit1]) €
S~ which already shows that [vg][v1] - - - [v;][vi41] s a partial
play which is consistent with S~. If v; € V1 _, we have that
(Uiavi+1) € F and [’UZ] S Vlf:U, thus ([Ui],[vi+1]) e B~
and again [vg][v1] - - - [v;][vi1] still is a partial play which is
consistent with S™.

Since [7] is a play in ([G], W) which starts at vertex [vg] €
W7 and which is consistent with S~ we know that Q™ ([n]) €
W,. Since Q(v;) = Q~([v;]) we conclude that Q(7) € W,
which shows that Player o wins the play. O

To prove Theorem 18 it thus suffices to construct an LFP-
formula ¢(x,y) which defines a positional winning strategy
for Player o on the bisimulation quotient [G]. Since there
exists a formula ¢(x) which defines the winning region W,*
of Player o in [G] we can assume that V™~ = W_>.

First, we observe that the linear order < on V"™ also
induces a linear order on E~. Hence, the following inductive
procedure can easily be expressed in LFP, since on ordered
structures LEP can express all polynomial-time computable
functions (see e.g. [9]). Initially we let S~ = @) and H = [G].
We then choose the minimal position [v] € V. for which
no outgoing edge has been selected so far, i.e. for which
S~ N A([v], [w]) € E~} = 0. Let ([v],[w]) € E~ be the
minimal edge such that Player o still wins from [v] in the
modified game H{([v], [w])} which arises from H by deleting
all other outgoing edges at position [v] except for ([v], [w]).
We let S~ := S~ U {([v],[w])} and H := H{([v],[w])} and
continue this inductive process until all vertices in V> have
been processed. In this way we obtain a positional winning
strategy for Player o in [G].
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Theorem 18 has an interesting implication on the LFP-
definability of winning strategies in parity games over finite
game arenas. It was shown in [8] that, over finite game arenas,
winning regions in parity games are LE'P-definable if, and only
if, they are computable in polynomial time. By Theorem 18
this also holds for winning strategies.

Corollary 21. On the class of all finite game arenas, winning
strategies in parity games are definable in LFP if, and only
if, they are computable in polynomial time.
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