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A Teleoperation Interface for Loco-Manipulation
Control of Mobile Collaborative Robotic Assistant

Yugiang Wu ¥, Pietro Balatti *”, Marta Lorenzini

Abstract—This letter presents a novel teleoperation interface
that enables remote loco-manipulation control of a MObile Collab-
orative robotic Assistant (MOCA). MOCA is a new research plat-
form developed at the Istituto Italiano di Tecnologia (IIT), which is
composed of a lightweight manipulator arm, a Pisa/IIT SoftHand,
and a mobile platform driven by four omni-directional wheels. A
whole-body impedance controller is consequently developed to en-
sure accurate tracking of the impedance and position trajectories at
MOCA end-effector by considering the causal interactions in such
a dynamic system. The proposed teleoperation interface provides
the user with two control modes: locomotion and manipulation.
The locomotion mode receives inputs from a personalized human
center-of-pressure model, which enables real-time navigation of the
MOCA mobile base in the environment. The manipulation mode re-
ceives inputs from a tele-impedance interface, which tracks human
arm endpoint stiffness and trajectory profiles in real time and repli-
cates them using the MOCA’s whole-body impedance controller. To
evaluate the performance of the proposed teleoperation interface
in the execution of remote tasks with dynamic uncertainties, a
sequence of challenging actions, i.e., navigation, door opening, and
wall drilling, has been considered in the experimental setup.

Index Terms—Telerobotics and teleoperation, physical human-
robot interaction, mobile manipulation.
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I. INTRODUCTION

ELEOPERATION technologies are widely used in space
T exploration [1], disaster relief [2], surgery [3] and surveil-
lance due to the existence of risks to humans or unreachable
physical distances. A typical teleoperation system is usually
constructed in a master-slave architecture, in which the key com-
ponents are control methods developed for slave robot, human-
robot interfaces sending commands to robot while receiving
a feedback for human, and communication support to avoid
large time delays [4]. Position- or velocity-based teleoperation
systems with force feedback are among the most common to
benefit from such an architecture [5].

More recently, the introduction of active impedance control
techniques in the teleoperation control architecture has made
significant improvements in robot responses to the uncertainties
arising from the remote task dynamics or the environment [6].
In most cases, however, the impedance parameters in teleop-
eration systems are kept constant, which limits the interaction
performance of robots in the execution of highly dynamic tasks
such as drilling, door opening, valve turning, chipping, and may
result in task failure.

Towards delivering a more intuitive and effective way to
adjust the impedance parameters of teleoperated robots in such
interaction scenarios, Ajoudani, et al., proposed the concept
of tele-impedance [7], as an alternative technique to unilateral
and bilateral teleoperation. Tele-impedance enriches the com-
mand sent to the slave robot by combing the master’s estimated
position and the stiffness references. The compound reference
commands are then realized by the remote impedance controller
without explicit force feedback to the operator. The application
of tele-impedance in remote control of robotic arm [8], hand
[9], and dual-arm [10] systems has demonstrated this control
concept’s high potential. Nevertheless, tele-impedance control
method has only been employed in the teleoperation of fixed-
base platforms.

On the other hand, modern teleoperation systems call for the
crucial contribution of mobility to enable their users to navigate
the systems to the points of interest. Additionally, the mobile
base extends the workspace of the manipulator and provides
improved flexibility brought by the extra degrees of freedom
(DoF). However, although a wide variety of mobile robots with
legged (e.g., WALK-MAN [11], TORO [12]) or wheeled (e.g.,
Justin [13], TWENDY-ONE [14]) locomotion capabilities exist,
the lack for an intuitive and interaction-efficient interface for the
control of robot loco-manipulation has prohibited their deploy-
ment in challenging remote interaction scenarios. In fact, most
of the current mobility based teleoperation interfaces (e.g. [15],
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Fig. 1. The human operator remotely teleoperates MOCA by moving his/her
body, thanks to the visual feedback shown on the screen and provided by the
camera mounted on the robot.

[16]) focus on the mobility aspect and do not provide effective
solutions for the control of remote interactions in challenging
manipulation tasks.

Although mobility brings more flexibility, it also increases
the difficulty to design a friendly loco-manipulation interface
for the operator to control a mobile manipulator. In most cases,
a joystick interface is used due to its simplicity [17]. However,
when dealing with many DoF, it could be confusing for the users.
Graphic user interface (GUI) running on a computer is also
widely adopted in the teleoperation of mobile manipulators [18],
although a complex GUI may be not intuitive and effective
enough for the operators. Haptic devices such as Falcon are
also used in some cases to get force feedback [19], although
most of them have only six DoF and are designed to control a
fixed manipulator, not a mobile one. In a few situations [20],
[21], an exoskeleton or an extra manipulator is employed to
measure the position of human arm and provide force feedback
to human, which makes teleoperation more intuitive. However,
these interfaces increase the system complexity.

Accordingly, the aim of this letter is to propose a novel
teleoperation interface for control of robot loco-manipulation in
remote environments. We first built a new MObile Collaborative
robotic Assistant (MOCA), as shown in Fig. 1. Next, a whole-
body impedance controller is implemented for MOCA to enable
accurate tracking of its end-effector position and impedance
profiles by considering the causal interactions in such a dynamic
chain. Furthermore, to merge the tele-impedance control with
robot locomotion ability, an advanced teleoperation interface is
presented to enable MOCA control in two modes: Locomotion
and Manipulation. To validate the proposed interface in enabling
agile locomotion and manipulation control of MOCA in remote
environments, experiments including navigation, door opening
and wall drilling, have been carried out.

The remainder of this letter is structured as follows:
Section II introduces the system hardware integration, and de-
tails of whole-body dynamics and impedance controller design.
The teleoperation interface is presented in Section III. Section IV
provides details of the task-based control flow. Experimental
setup and the results are introduced in Sections V and VII,
respectively.
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II. MOBILE COLLABORATIVE ROBOTIC ASSISTANT (MOCA)

The overall control architecture can be divided into two main
components as shown in Fig. 2: MOCA and the human operator.
This section provides details of the MOCA system integration,
and the development of its whole-body impedance controller.
MOCA isdesigned as a versatile platform for advancing research
on human-robot interaction and collaboration, with potential
applications in flexible manufacturing and teleoperation scenar-
ios. The input to this controller is given by the human-robot
loco-manipulation interface that will be presented in Section III.

A. System Hardware Integration

MOCA is the result of the integration of four components,
as shown in Fig. 1: Franka Emika Panda robotic arm, equipped
with the underactuated Pisa/IIT SoftHand, which are mounted
on top of Robotnik SUMMIT-XL STEEL mobile platform. A
commercial camera supported by a pole is also added to the
mobile base.

Franka Emika Panda is a torque-controlled lightweight robot
arm. It has seven Degrees of Freedom (DoF) which provide
more flexibility in motion. Each joint is equipped with a torque
sensor on the link side, achieving a better control performance
in presence of model uncertainties.

Robotnik SUMMIT-XL STEEL is driven by four Omni-
directional wheels, that allows the platform to avoid nonholo-
nomic constraints. The Cartesian velocity control interface is
offered with a high gain in low level, which implies that the
dynamics of the mobile platform can be omitted. It provides
the odometry data, computed by Extended Kalman Filter (EKF)
with the use of a high precision inertial measurement unit and
the wheels’ velocity.

The idea of adaptive synergies [22] which comes from the
combination of natural motor control principles is the core of the
Pisa/IIT SoftHand. As aresult the hand can adapt itself according
to the physical interaction of its body with the object, allowing
to grasp a wide range of objects despite its single degree of
actuation. The features of simplicity, lightness, robustness and
compliance make it an ideal choice for integration to MOCA
robot.

Although each of the above components possesses particular
advantages, when integrated in one system, they present sig-
nificant challenges. First of all, the control interface of Franka
Emika Panda, Robotnik SUMMIT-XL STEEL and Pisa/IIT
SoftHand are respectively torque-based, velocity-based, and
current-based (underactuated). Hence, the causal interactions in
such a dynamical system must be considered in control of robot
interaction controller [23]. Secondly, this integration introduces
more redundancy (the manipulator and the mobile platform have
7-DoF and 3-DoF, respectively), which adds complexity to the
control. Furthermore, the robotic arm and the mobile platform
have different bandwidths: the mobile platform typically has a
slower dynamic response than the manipulator [24], which must
be taken into account.

B. Whole-Body Dynamics Analysis

First, we consider the dynamic models of the manipulator and
of the mobile platform separately, each one defined in its own
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The control architecture of the presented framework. The dotted lines represent the data exchanged by the modules: in green the data exchanged during

Locomotion, in blue during Manipulation, and in black the data that always flow when the system is active.

base frame. The reference frames are represented in the right
side of Fig. 2: world frame Xy, mobile platform base frame
>, and manipulator base frame X . As it is well known, a
robotic manipulator is a coupled, time-varying and nonlinear
system. The general dynamic model of a manipulator with joint
coordinates g, € R" can be written as

M, (q,)d, +Cr(q,,q4,) +9.(q,) =T, + 75, (1)

where M, € R™*" is the symmetric and positive definite in-
ertial matrix of the arm. C, € R™ is the Coriolis and cen-
trifugal force, g, € R" is the gravity vector, 7,, € R" and
¢t € R"™ are the commanded torque vector and external torque
vector, respectively. In (1), it is maintained the property that
M, — 2C, € R™" is skew symmetric.

The dynamics of a mobile platform with m DoF, g, € R™,
can be obtained using the Lagrangian approach in the following
form [25]:

M’U(qv)q.v + Cv<qv7 qv) = EU(qU)TU - Ag(qv))"a (2)

where M, € R™*™ is the symmetric and positive definite in-
ertial matrix of the mobile platform, C', € R™ is the centrifugal
force, E,, € R"™*™ isthe input transformation matrix, 7, € R™
is the commanded torque vector, A,, € R™*"™ is the constraint
matrix and A € R™ is the Lagrange multiplier which denotes
the constraint force vector.

When integrating the manipulator and the mobile platform
into one mobile manipulation system, there exists a dynamic
interaction between these two subsystems. The new dynamic
equations of the manipulator and the mobile platform subject to
each other are given by (3) and (4) [24]:

MT(qr)q.r + CT(qr7 q.'r) + CT’U(q'r'7 q"r’ (jv) + gr(qr)
=T, + Tiwt - RT(qra qv)qv (3)

where C'., € R™ represents Coriolis and centrifugal terms
caused by angular motion of the mobile platform, and R, €
R™ ™ is the inertial matrix which represents the effect of the
mobile platform dynamics on the manipulator.

Mv(qv)(.jv + Cv(qv’ qv) + C’U'f(qv? qr’ q.vﬂ q'r)

Af(qu))‘ - MUT(qv7 q'r‘){jv
- Rv(qv7 qr)éra (4)

where M, € R™*™ and C',, € R™ denote the inertial term
and Coriolis and centrifugal terms due to the presence of the
manipulator, R,, € R"*"™ is the inertial matrix which reflects
the dynamic effect of the manipulator motion on the mobile
platform.

As mentioned above, the mobile platform presents a velocity-
based control and a high gain is set in the low level velocity
controller. This means that the dynamics of the mobile platform
can be omitted and any external dynamic effect from the manip-
ulator can be ignored. Considering that we aim at achieving a
whole-body impedance control law, a force-torque interface is
preferred. As a result, we implemented a Cartesian admittance
controller based on the velocity interface:

=E,(q,)Tv —

Madm('jges + Daqu.ges (5)

where M ,4p, € R™*™ and D ,4,, € R™*™ are the virtual
inertial and virtual damping, ¢%°* € R™ is the desired velocity
sent to the mobile platform, 79" € R™ and 7¢%* € R™ are the
virtual and external torque interfaces.

According to the tasks we plan to perform (introduced in
Section V), in the Manipulation mode, the mobile platform can
be considered in a quasi-static state. The mobile platform motion
does not have much effect on the manipulator. Therefore, the
dynamic coupling terms in (3) can be neglected. Consequently,
the overall dynamics of MOCA can be formulated as

_ vir ext
=T, +T,,

Madm 0 (.]'U Dn,dm 0 (jv 0
. + i +
0 M., q, 0 C’I“ q, gr
Tvi'r‘ Te;Et
- ’ + :jrt (6)
T g

So far, a simplified whole-body dynamic formula has been ob-
tained. We can get the two subsystem decoupled from a dynamic
point of view because of the following two assumptions.
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Assumption 1: The gain of the low level velocity controller
is high enough to compensate any dynamic effects from the
external.

Assumption 2: In the Manipulation mode, the mobile platform
is in a quasi-static state. Hence, the mobile platform motion does
not have much effect on the manipulator.

According to the above analysis, the assumptions are feasible
in our situation. In the following, a whole-body impedance
controller is established based on the decoupled dynamics.

C. Whole-Body Impedance Controller Implementation

For a manipulator with joint coordinates ¢ € R™, the desired
dynamic relationship between Cartesian error & € RS and ex-
ternal force F'.,; € RO in the Cartesian impedance controller is
given by [26]:

A@)% + (p(@, @) + D)& + K& = Fegr, ()
where K4 € R6%6 and D, € R%6 are the desired Cartesian
stiffness and damping respectively. A(x) € R5*6 represents
Cartesian inertial and p(zx, &) € R®*6 represents Cartesian

Coriolis and centrifugal matrix. They can be computed respec-
tively by (8) and (9):

A(z) =J(q) "M(q)J(q)", (8)
w(z, ) = J(q) " (C(q,q) - M(q)J(q)’lj(q))J(q)’(lg,)

where M (q) € R™*" represents the inertial matrix, C(q, §) €
R™*" is the Coriolis and centrifugal matrix and J(q) € R6*"
represents the Jacobian matrix.

The Cartesian impedance controller input for the main task is
as following:

Timp = 9(q) + J(@)T (A(2)Eq + p(z, T)dg
— K% — D), (10)

where g(q) € R™ denotes the gravity force and x4 € RO is the
desired Cartesian position and orientation.

For redundant robot arm, the null-space task input is defined
as:

Toul = N(q)(—Dng — K, (q — q4p0))s (11)

where K,, € R™*" and D,, € R™*" are the desired Cartesian
stiffness and damping of the null-space task, q;, € R" is
the virtual equilibrium position, IN(g) € R™*"™ is the projec-
tion matrix in order to prevent interference with the Cartesian
impedance behavior. Here, the following dynamically consistent
projection proposed by Khatib [27] is employed:
N(g)=1I-J"(q)A@)J (@M (q).  (12)

To implement whole-body Cartesian impedance control for
MOCA, whole-body forward kinematics x,,(q) € R®, whole-
body Jacobian J,,(q) € RS0, whole body Cartesian inertial
A () € RO*6, Cartesian Coriolis/centrifugal p(x.,, Tv) €
R%*¢ and null-space projection matrix N (q) € R19*10 have to
be constructed.

The forward kinematics transform of MOCA at the end-
effector frame X pp with respect to the world frame Xy,
TV (q) € R¥* can be derived as follows:

TV:(qa) = Ty (q,)THTEE(q,) (13)
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where ¢ = (q,,q,)T € R represents whole-body joint vari-
ables, that in details are given by q,, = (quz, Guy: qvz)” € R?,
Gva> Guy» Qo= respectively represent the translation of mobile
platform in x- and y-direction and rotation in z-direction, and
q, € R7 represents the joint coordinates of the manipulator. As
shown in Fig. 2, TV, T% and Tg 5 Tepresent respectively the
transformations from >, to Xy, from X i to X, (constant),
and from Y gg to its X .

The six dimensional representation of ¥ g w.r.t. Xy ., (q)
can be extracted in angle-axis form, which is used by the robotic
arm as follows:

zu(q) = W(z(q,) + do) + q,(a,)

where W = (ROt(g’q“) axa) € RO6, Rot(z, q,. ) represents
the rotation matrix around z-axis with the angle ¢,,,, (g,.) € R®
represents the six dimensional representation of X pp w.I.t. X,
dy € RS is the deviation between the ¥, and ¥, and q’v =
(Gvas Guy,0,0,0,q,2) T

MOCA Jacobian matrix w.r.t. Xy, can be derived directly
from equation (14):

(14)

- ogT — \ 947

= (Jm

0z, T
Juw(q) = @) = (8 o) 9qL

wa(Q)>

wJ,) (15)

where J,,, € R®*3 represents the contribution of the mobile
platform velocity, J,. € R6*7 is the arm Jacobian matrix.

Based on the whole-body forward kinematics x,,(q), the
whole-body Jacobian matrix J,,(q) and the dynamic model
interface provided by the manipulator, the whole-body Cartesian
inertial A, (x,,), the Cartesian Coriolis/centrifugal (@, €+ )
and the null-space projection matrix IN(q) can be computed
from equation (8), (9) and (12), respectively.

The desired Cartesian stiffness in (7) is estimated from the
human arm as described in Section III, and the damping terms
are computed with the Double Diagonalization Design [26].

III. HUMAN-ROBOT LOCO-MANIPULATION INTERFACE

In this section, a human-robot loco-manipulation interface is
developed to enable intuitive control of MOCA mobility and
arm interaction. Fig. 3 illustrates the two control modes, i.e.,
Manipulation and Locomotion.

For the Locomotion mode, MOCA arm and base controllers
are decoupled to avoid asynchronized dynamic responses be-
tween the manipulator and the mobile platform.! In this phase,
the virtual torques of the mobile-base admittance controller are
computed based on the estimation of human CoP resulting from
the body inclinations, which correspond to the directions of
motion in remote environment.

On the other hand, for the Manipulation mode, the operator’s
arm position and stiffness commands are tracked in real-time and
replicated by the MOCA’s whole-body impedance controller.
Details of the human-robot interface are explained below.

! Although this can be avoided using the coupled whole-body controller,
however, several hard constraints must be imposed to avoid the motion of arm
w.r.t. the mobile base.
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A. Locomotion Mode

In the Locomotion mode, the motion of the mobile platform
is controlled on the basis of the position of the whole-body
CoP of the subject, which is estimated by means of a Statically
Equivalent Serial Chain (SESC) technique, as described in [28],
using data collected through the 3D motion tracking of the sub-
ject. In this phase, the manipulator is controlled independently
with a Cartesian impedance controller and no command is sent
from human side. In order to make it compliant with possible
obstacles, low stiffness parameters are set in the controller.

By taking into account the human’s support polygon (see
bottom picture in Fig. 3), that is the horizontal region bounded
by the top and the bottom of the right and left foot, we defined
a “dead-zone” area which corresponds to a specific percentage
of the support polygon (by default the 50%, but it can be set
differently) and is treated as a no-movements area for the mobile
platform. This consideration is to avoid undesired movements of
the mobile platform resulted by small, involuntary body sways
of the operator.

Accordingly, we computed the displacement of the CoP
AC p, whichis set to zero if the CoP lies inside the sub-polygon,
while it is equal to the distance between the CoP and the
closest side of the sub-polygon, otherwise. The resulting CoP
displacement is then used to compute the virtual torques by

V" = KsACp+ KpACp, (16)

where K g € R?*?and K p € R2*? are the virtual stiffness and
damping matrices respectively. Here, only translational motion
on z and y axes is considered. The computed torque 74" is sent
to MOCA “Admittance Interface” to employ the Locomotion
mode.

The virtual stiffness and damping matrices values were exper-
imentally chosen based on the resulting mobile-based velocity,

which is achieved by body inclinations of the operator.

B. Whole-Body Manipulation Mode

Tele-impedance [7] is a control paradigm developed in the
last five years. It consists in tele-operating a robot through an
impedance controller by measuring and replicating the user’s
limb pose and impedance on the slave robot in real-time. The
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user’s impedance is estimated by monitoring the muscles’ ac-
tivity through the use of surface electromyography (sEMG)
and interpreted to estimate the impedance of the human limb.
The estimation may involve a detailed muscle model, usually a
Hill-based one or a derivation of it.

Towards the tracking of the human physical interaction be-
haviour in 3D space using a principled simplification approach,
recently [8], the tele-impedance concept is extended based on
the dependency of the arm endpoint stiffness to both geometric
human arm configuration (Configuration Dependent Stiffness -
CDS) and muscular activity (Common Mode Stiffness - CMS).

CDS includes the effect of arm configuration and muscle
moment arms that contribute to the variations in the geometry
of the arm endpoint stiffness. The arm kinematics is retrieved
by the 3D motion tracking system, which enables the compu-
tation of the arm Jacobian (J,(q,)), with g, € R” being the
arm joint angles. Using the muscle attachment points, and the
length variations over the joint angles, i.e. the muscle Jacobian
(J musc(q,)) can be computed online [8].

CMS, on the other hand, implements a coordinated co-
activation of the arm muscles, while its tracking is achieved by
a co-contraction index (a..), calculated from the dominant and
easily accessible muscles of the arm for surface electromyogra-
phy measurements, i.e. the Biceps Brachii (BB) and Triceps
Brachii (TB). Through a pre-define muscle synergy matrix
(K syn), this index contributes to modifications in the volume of
the endpoint stiffness ellipsoid.

Finally, the congruence conservative transformation from the
joint space to the Cartesian space of the human arm can be
written to obtain the estimated endpoint stiffness K n (see details
in [8]):

Kh = J;rT(qa)(Jﬁusc(qa)a’CC Ksy”J"Lusc(qa))JlJlr (qa)'
17)
The identification of the parameters in (17) was achieved in
an off-line experimental phase as described in [8], and will not
be repeated here.

IV. CONTROL ARCHITECTURE

The components illustrated in the previous sections need
to be integrated in a unique framework, in order to build an
effective system capable of following the operator’s intentions.
The control flow of the software architecture is depicted in Fig. 2.
The operator, assuming a standing pose, is provided with two
ways to command the robot, the Locomotion mode and the
Manipulation mode, and is able to switch between them at any
time through the “Mode switch” action. This command mode
change is enabled by some predefined operator’s arm gestures.
When the user arms are at his/her sides, the Locomotion mode
is activated, while by raising the right arm, the user can switch
to Manipulation mode. This motion is detected when the human
hand position (i.e., position at the origin of 35 with respect to
3 ¢) is placed at outside of the cylindrical constraint (see Fig. 3).
To switch back to the Locomotion mode, the operator needs first
to raise also his/her left arm and then to take down both arms
going back to the starting pose with both arms at his/her sides.
Note that, simply lowering the right arm to switch mode, without
using the left arm, would not be a feasible option, since the
robotic arm would still be subject to teleoperation movements.
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A. Locomotion

In the Locomotion mode, the “Center of Pressure Estimation”
module receives as input the 3D motion tracking data and
estimates the human whole-body CoP that is given in turn,
to the “Virtual Torques Computation” module, whose output
are the virtual torques 7'5" (see Section III-A) that are sent to
the mobile platform “Admittance Interface”. The robotic arm is
instead controlled by a standard Cartesian impedance control. In
this mode, the mobile platform and the robotic arm are controlled
independently to avoid unnecessary excessive movements of the
upper part of the system and to achieve a smoother behavior.

B. Manipulation

On the contrary, in the Manipulation mode, the upper and
the lower part of the system are commanded by a “Whole-body
Impedance Controller” as a unified framework. The “Motion
Planner” unit takes as input the human hand displacement w.r.t.
its initial pose (with 3 as reference frame) and at every time
step adds it to the initial robot pose computed in the world frame
3w . The human impedance, estimated by the “Tele-impedance
Interface”, is directly mapped to the robot Cartesian impedance.

V. EXPERIMENTS

To validate the proposed method, we carried out experiments
switching between the two modes. The operator teleoperated
the robot, localized in a remote environment, relying on the
visual data provided by the camera mounted on MOCA. These
data were streamed on a screen located in front of him/her.
The 3D whole-body motion tracking data were retrieved thanks
to a MVN Biomech suit (Xsens Tech) provided with 17 inter-
connected inertial measurement units (IMU). The frequency of
the human-robot loco-manipulation interfaces is based on the
3D motion tracking frequency, i.e. 80 Hz, while the impedance
controllers run in real-time at 1 KHz, and the “Admittance
Interface” at 300 Hz.

The user had to accomplish the following subtasks: using the
Locomotion mode, guide the robot in front of a closet, switch
to Manipulation mode to open the closet door, change back
to the first mode to move forward, and finally switch again to
Manipulation mode to grab a drill placed inside the closet and
pierce a wall on the left.

Fig. 4 represents the Locomotion mode, in which the user
drove the robot in front of the closet. The plots show the operator
CoP displacement AC p, on which are based the virtual torques
T calculated as in (16), where K5 = 300 N/m and K p
is set to the critical damping. 79" are used as input to the
“Admittance Interface” module, that computed the mobile
platform desired velocity ¢9° through (5). The last row of the
figure describes how the robot end-effector pose changes w.r.t.
the world frame Xyy.

Once the robot was guided close enough to the closet, the
operator raised the right arm to switch to Manipulation mode.
In this stage, depicted on Fig. 5(a), the user had to open the
door of the closet. The first two plots highlight the coupling be-
tween the movements of the human hand w.r.t. his/her shoulder
(m}g{) and the motion of the robot end-effector w.r.t. the world
frame (z}¥;). The third plot depicts the diagonal values of the
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Fig. 4. Locomotion mode: the human operator, by bending frontally and/or
laterally, modifies his/her CoP position. Based on its displacement AC p, the
virtual torques 73" are computed and the “Admittance Interface” translates
them in a desired velocity gdes through which MOCA changes its pose X VEVE

Cartesian stiffness matrix K estimated by the “Tele-impedance
Interface” module and set to the robot “Whole-body Impedance
Controller”. Since the door opening had to be carried out mainly
on the z axis, as shown by the external interaction forces F'c,4,
we can notice that the impedance gains reached high values only
on that axis remaining compliant on y and z axes. Only in this
way a successful execution of the task was possible, in fact to
open the door the robot had to comply with the door constraints
especially in y direction while remaining stiff in 2 direction to
be able to open it. This avoided the generation on unnecessary
high interaction forces in y and z axes.

After having opened the closet door, the operator switched
back to Locomotion mode and moved in a configuration in which
it was feasible to both grab the drill inside the closet and pierce
a wall on its left. We omit the relative plots since they are very
similar to the ones shown in Fig. 4. The plots describing the
last Manipulation mode are depicted on Fig. 5(b). In the first
part (¢ ~ 8) the operator grabbed the drill, as highlighted by
the sudden negative variation of the external interaction forces
F'..+ on z axis given by the tool weight (2 Kg). In this phase,
the Cartesian stiffness K gains are high only in z direction
since the human arm is fully extended frontally to reach the tool
inside the closet. Next, the operator led the robot to the left as
it can be noticed by the positive variation on y axis in the first
two plots, and pierced multiple times the wall. This time the
Cartesian stiffness K values are high only in y direction, as the
external interaction forces F'.,;. Due to the increase of stiffness
in y axis, the drill can penetrate inside the wall, and remain
relatively compliant in other axes so that any misalignment is
gently treated.

To show the adaptability of the framework to different tasks
and people, another subject performed a valve turning task. Since
the results were similar, the plots are not shown here. However,
the experiment is included in the multimedia attachment of the
manuscript.

VI. DISCUSSION

The whole-body impedance controller improves the robot
interaction performance in terms of accuracy and safety, in
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Manipulation mode: the human operator performs the door opening (a), and the wall drilling (b). The first two plots show the coupling between the

position of the human hand w.r.t. his/her shoulder frame X 3. and the robot end-effector pose expressed in the world frame X YEVE. The third plot depicts the
Cartesian stiffness estimated by the “Tele-impedance Interface” that is mapped onto the robot “Whole-body Impedance Controller”. In the last plot, the external
interaction forces are represented, highlighting the pulling of the closet handle on x-axis (a), and the wall piercing on the y-axis (b). A video of the experiment is

available in the multimedia material.

comparison to a decoupled system, i.e. Cartesian impedance
control on the robotic arm and admittance control on the mobile
platform. A good example is characterized by the door opening
phase: the x-axis forces exerted by the door handle while pulling
it, make the mobile platform move back on the same axis.
Without this coupled control, only the arm would move back
and the door would crash against the mobile platform, resulting
in a failure of the task and causing a damage to the environment
and to the robot itself. The integration of a collision avoidance
algorithm would additionally increase the interaction safety,
which will be addressed in our future works.

Future developments will also include the extension of the
framework to dual-arm manipulation. In this case, the CoP inter-
face brings even more benefits, since the two human arms/hands
are dedicated to command the tele-impedance interface. Nev-
ertheless, to highlight the importance and intuitiveness-of-use
of the developed CoP interface in this work, we performed
additional experiments and compared its performance to a case
where robot mobility was controlled using a joystick. The task
was to navigate the mobile platform using the two locomotion
interfaces (CoP or joystick), and to perform a painting task on
a wall in two different areas. The operators were asked to zoom
in the camera view manually, using a button, after each painting
action to control the quality of the painting tasks. This implied
that, when using the joystick, the subjects had to grasp and
switch between the joystick and the camera button repeatedly.
Ten healthy subjects participated to the experiments.

After the execution of the two tasks, they were asked to
fill out a Likert scale questionnaire to compare the CoP and

Points

Questions

Fig.6. Likertscale questionnaire scores about the human subjective evaluation
comparing the CoP and the joystick interfaces.

the joytick interface. The questionnaire included 8 statements.
QI: Accomplishing the task with the CoP interface was less
mentally demanding; Q2: Coordination of the robot mobil-
ity and manipulation was more intuitive using the CoP inter-
face. Q3: Accomplishing the task with the Joystick interface
was more physically demanding. Q4: I had to work harder
to accomplish my level of performances using the Joystick
interface. Q5/Q6: I felt more discouraged, stressed, and annoyed
using the CoP/joystick interface. Q7: The CoP interface has
a higher potential to make the execution of complex remote
loco-manipulation tasks easier for a user. Q8: Overall, I felt I
was improving the mixed loco-manipulation performance with
the CoP interface. The possible answers ranged from strongly
disagree to strongly agree, with an assigned score of —3 and
+3, respectively. The results, illustrated in Fig. 6, show that the
users found the presented interface more intuitive, less mentally
demanding, and with a higher potential to make the execution
of complex loco-manipulation tasks easier, in comparison with
a joystick interface.
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We also measured the average time to complete the task with
the two modes obtaining 117, 7 s for the CoP interface and
158,9 s using the joystick, across all subjects and the
experiments.

VII. CONCLUSION

In this work, we introduced our new mobile manipulator
MOCA (MOpbile Collaborative robotic Assistant). We also
proposed a novel framework for whole-body teleoperation, in-
cluding the human-robot loco-manipulation interfaces to com-
mand it, in which the operator was provided with two modes
to control the robotic platform. In the Locomotion mode, the
user was able to move the mobile platform by simply bending
in the direction of the desired movement exploiting the dis-
placement of his/her center of pressure, and the robotic arm was
controlled with a Cartesian impedance controller. Switching to
the Manipulation mode, the operator could teleoperate MOCA
by moving his/her hand through a tele-impedance controller,
which retrieved the human pose and impedance parameters
that served as input to the whole-body impedance controller.
We experimentally validated our framework in a challenging
remote interaction scenario to illustrate its high potential. The
intuitiveness-of-use of the proposed CoP-based locomotion in-
terface was also compared to a traditional joystick, revealing it’s
higher coordination performance.
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