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Impact of Heterogeneity and Risk Aversion on Task
Allocation in Multi-Agent Teams

Haochen Wu , Amin Ghadami , Alparslan Emrah Bayrak , Jonathon M. Smereka , and Bogdan I. Epureanu

Abstract—Cooperative multi-agent decision-making is a ubiqui-
tous problem with many real-world applications. In many practical
applications, it is desirable to design a multi-agent team with a
heterogeneous composition where the agents can have different
capabilities and levels of risk tolerance to address diverse require-
ments. While heterogeneity in multi-agent teams offers benefits,
new challenges arise including how to find optimal heterogeneous
team compositions and how to dynamically distribute tasks among
agents in complex operations. In this work, we develop an artificial
intelligence framework for multi-agent heterogeneous teams to
dynamically learn task distributions among agents through re-
inforcement learning. The framework extends Decentralized Par-
tially Observable Markov Decision Processes (Dec-POMDP) to be
compatible to model various types of heterogeneity. We demon-
strate our approach with a benchmark problem on a disaster relief
scenario. The effect of heterogeneity and risk aversion in agent
capabilities and decision-making strategies on the performance
of multi-agent teams in uncertain environments is analyzed. Re-
sults show that a well-designed heterogeneous team outperforms
its homogeneous counterpart and possesses higher adaptivity in
uncertain environments.

Index Terms—AI-Based methods, reinforcement learning, multi-
robot systems, task planning, cooperating robots.

I. INTRODUCTION

R ECENT developments in autonomy offer opportunities
that might lead to a paradigm shift in several domains.

A multi-agent system design is beneficial in many aspects,
particularly when a system is composed of multiple entities that
are distributed functionally or spatially. Collaboration enables
the agents to work as a team and complete activities that they
are not able to accomplish individually. Instead of agents being
centrally controlled, a decentralized multi-agent team can im-
prove performance, robustness, and scalability by planning and
performing actions in parallel.
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To date, most work in multi-agent task allocation (MATA) [1]
has focused on homogeneous team compositions [2] with the
consideration of temporal constraints [3], communication pro-
tocols [4], and spatial dynamics of tasks [5]. Task allocation
for heterogeneous teams [6]–[9] has also been addressed to
study the collaborative behaviors of heterogeneous agents with
specialized capabilities on handling various types of tasks. The
solution approaches of MATA in literature include optimization-
based methods [2], [3], [6]–[9] modelled as mixed integer
programming problems and reinforcement learning (RL)-based
methods [4], [5] which are formulated as Decentralized Partially
Observable Markov Decision Processes (Dec-POMDP) [10]
and solved by deep learning techniques [11]–[13] or heuristic
search [14]. As computing systems continue to advance, there is
a push towards considering more complex environments and
diverse teams such as autonomous agents as team members
alongside with humans in many real world applications [15],
ranging from transportation systems to exploration of hazardous
environments and rescue in disaster scenarios. Autonomous
agents are capable of handling dangerous tasks but limited in
reaction to unforeseen events. At the same time, humans have
more adaptive and creative problem-solving skills but are limited
in terms of handling specific tasks and cognitive loads. This in-
clusion of autonomy within a team context establishes a need to
develop a framework to optimally train a team of heterogeneous
agents and investigate how a team benefits from heterogeneity in
an operation. The literature, however, lacks enhanced modeling
of strategic task allocation for teams of heterogeneous agents
that are managing dynamic task demands in urgent and uncertain
operations. While heterogeneity in multi-agent teams may offer
benefits, these benefits can only be understood by analyzing
optimal heterogeneous team compositions and dynamically dis-
tributing tasks among agents in uncertain environments, which
remain challenging. Although optimization-based MATA prob-
lems can handle constraints between heterogeneous tasks and
agents [6], the task demands are usually satisfied upon one-step
assignment [8] and analysis of dynamically changing demands
affected by agent decisions and capabilities is still limited [7],
[9]. In particular, a Dec-POMDP formulation has not been
formally utilized by a team of heterogeneous agents to provide
the comprehensive modeling of the dynamics between agent
capabilities, task demands, and perception accuracy.

Unlike homogeneous teams where agents have the same
functional capabilities and share the same parameters in their
decision processes, heterogeneous team composition and train-
ing require a delicate effort considering the trade-off between
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the stability and adaptive behavior of each agent. Heterogeneity
in a team is often considered as the difference in rules of
engagement or assignment constraints [6], task suitability [7],
or functional heterogeneity [8]. In addition to the heterogeneity
in agent task-related capabilities, the difference of agent risk
tolerance in decision-making, which has rarely been mentioned
in the literature of MATA, also plays a significant role in
overall performance especially in human-autonomy teaming
under uncertain environments. In certain occasions during an
operation, an agent might take an action which is considered
sub-optimal or risky contrasting the previous experience and
training. Modeling risk aversion in the agent decision-making
process allows assessing the value of the behavior in differ-
ent situations. Therefore, this letter considers multiple sources
of heterogeneity by varying agent capabilities and risk-averse
factors in the agent decision-making process. The studies that
explore the combined effect of multiple heterogeneity sources
and provide parametric analysis of various heterogeneity factors
on the team performance are essential for designing the next
generation of multi-agent systems in real-world applications.

Here, we develop an artificial intelligence framework for
multi-agent heterogeneous teams to dynamically learn task
distributions among agents and maximize the performance in
complex operations through reinforcement learning. The hetero-
geneity of a multi-agent team in this content is described by 1)
the difference in agent capabilities of task handling, sensing, and
communication that have direct impact on task level transitions
and perceived information accuracy and 2) the difference in
agent decision-making process representing the level of risk
aversion. The framework extends Dec-POMDP [14] to the het-
erogeneous teaming where agents are equally responsible for
strategic planning and execution, and the heterogeneity in agent
capabilities and decision processes is explicitly modeled. The
proposed approach employs deep learning techniques [11] to im-
prove computational efficiency and utilizes belief representation
to summarize past experience allowing the incorporation of risk
tolerance in the framework. Based on the proposed approach, we
analyze how different levels and types of heterogeneity in a team
influence the team performance during an operation. In addition,
we introduce and incorporate some characteristics of humans in
a team as a basis to facilitate studying human-autonomy systems
within this framework.

The contributions of this work are:
� Development of a decentralized task allocation framework

for teams with heterogeneous agents, which enables com-
plex teaming interactions in environments with dynamic
demands and uncertainties

� Incorporation of risk aversion and perception accuracy
in agent decision-making processes, and analysis of their
effects on team performance in the presence of unforeseen
events

� Quantitative investigation of the combined effects of het-
erogeneity and risk aversion on teaming performance

II. METHODS

To formulate the multi-agent heterogeneous teaming prob-
lem, we assume that agents are equipped with their own

Fig. 1. Schematic of decentralized reinforcement learning approach in hetero-
geneous multi-agent task allocation problems.

decision-making processes and are equally responsible for
strategic planning and execution. No centralized coordinator
commanding team members is considered. In addition, to ensure
heterogeneity, agents have the same type of attributes but differ-
ent capability levels and decision models. The proposed method
inherits decentralized reinforcement learning as demonstrated
in Fig. 1. With functional capabilities to handle tasks, sensing
capabilities to perceive information and communication capa-
bilities to ensure information accuracy, all agents collaborate to
achieve a common goal described by the rewarding system.

A. Problem Formulation

The decision-making process for heterogeneous multi-agent
teaming is formulated as an extended Dec-POMDP [14]
where the capabilities of agents and information ex-
change are explicitly modeled. The proposed Heterogeneous
Teaming Decentralized Partially Observable Markov Deci-
sion Process (HT Dec-POMDP) is defined as a tuple of
(G,α, S,A, T , R, Z,O,M, I, h, b0, γ) where:
� G := {g1, g2, . . . , gp} is a finite set of p tasks
� α := {α1, α2, . . . , αn} is a finite set of n agents
� S := SD × SC , s ∈ S, is the overall state that is factored

into p tasks and described by task demand/severity levels
SD := SD

1 × SD
2 × · · · × SD

p and joint agent capabilities
SC := SC

1 × SC
2 × · · · × SC

p
� A := ×iG, a ∈ A, is the set of joint assignment decision

by assigning αi to gj
� T := Pr(s′|s, a) is the state transition probability
� R := fR(s, a, s

′) is the reward function
� Z := ×iZi, z ∈ Z, is the set of joint observations, where
z =< z1, z2, . . . , zn >

� O := Pr(z|s,′ a) is the observation probability
� M := ×iMi,m ∈ M, is the set of joint information, where
Mi represents the state information collected by agent αi

� I = Pr(m|s,′ a, z) is the information probability
� h is the planning time horizon
� b0 is the initial belief defined as the probabilistic distribu-

tion over the problem state space
� γ is the discount factor
HT Dec-POMDP provides a framework for heterogeneous

teams to make decentralized decisions (Fig. 2(a)). The formula-
tion splits the environment dynamics in the task domain, where
the dynamics of each task can be individually modeled. How-
ever, the overall stochastic environment dynamics is maintained
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Fig. 2. (a) Belief update mechanism for agents. For an agent assigned to
task 1, state estimator (SE) updates the belief b(s1), information estimator (IE)
processes communicated observations and updates the belief over other tasks
b(sj). The agent follows the policy π based on the overall belief updated for
the next action. Comm Channel represents communication strategy which can
range from all-to-all to no communication. (b) Demonstration of state transition
by time steps in team view. Allocation decisions for the next time step at+1

are made based on agents’ observations z and communicated information m
received after the previous action at

by considering conditional transition probabilities between tasks
and task-specific capabilities, sensing-dependent observation
probabilities, and communication-dependent information accu-
racy. Agents with higher sensing capabilities receive accurate
information with higher probabilities, and the observations com-
municated by the agents with higher communication capabilities
would be received accurately with higher probabilities. The state
of the operation includes the severity level of each task SD that
evolves throughout the operation and the joint capability of the
agents assigned to that task SC depending on the pre-defined
agent capabilities, i.e. Ci = [c1, . . ., ck] is the capability vector
for agent αi and k represents the number of attributes. The
environment reacts to agents actions depending on the joint
capability of agents assigned to each task. As shown in Fig. 2(b),
during an operation, agents take actions a based on their belief
over the system state and bring the state to another level in the
next time step. Agents then receive partial observations z of task
states through sensors, broadcast informationm through limited
communication, receive reward R for accomplishing the tasks.
Agents further update their belief with collected information
using state estimation (SE) and information estimation (IE)
described in Fig. 2(a), and make decision for the next action
under policy π using the collected information.

The primary objective of this formulation is to find opti-
mal task allocation policy Π. Task allocation policy is defined
as Π : M → A, which maps the collected information M to
decisions made by agents for the next action A. The optimal
policy is defined as π∗ = argmax{V (π)} that maximizes team
performance, where V (π) represents the expected total future
team reward defined as:

Vπ = E

[
t=h∑
t=0

γtfR(s
t, at)|π, b0

]
. (1)

Given the initial belief state b0, the team follows the task al-
location policy π for a time horizon of h steps. The reward is
discounted by time (γt) reflecting that higher reward is given if
the team can accomplish all tasks earlier in time. We propose

a Q-learning approach to learn the policy based on the agents’
beliefs as discussed in Section II-B.

B. Decentralized Deep Q-Learning With Beliefs

Dec-POMDP provides a decentralized decision model for-
mulation but is known to be NEXPTIME-hard. The optimal
policy could be found by mapping each agent action-observation
history to an action, and the exact solution is only solvable in a
finite time horizon [14]. In the context of multi-agent task allo-
cation and the proposed HT Dec-POMDP framework, requiring
agents to maintain information regarding all tasks thorough
observations and communication makes the action-observation-
information history very large, or even intractable, because a
large time horizon is required usually for the team to complete
the mission. The proposed approach extends the discrete state to
continuous belief state space with a self-providing reward mech-
anism and allows agents to approximate the optimal solution in
infinite time horizon. The mechanism of self-providing rewards
allows agents to generate rewards based on their own belief states
instead of relying on the reward provided by the environment,
which facilitates modeling of heterogeneity in reward functions.

Belief state representation is helpful when solving a partially-
observable environment [2], [14], [16]. A belief state is the
probability distribution over the states of the environment iden-
tified by an agent. Instead of iterating all possible agent action-
observation-information histories and to extend the solution to
infinite time horizon, agent past experience is represented and
summarized by a belief update mechanism. When the number of
tasks and the number of task severity levels are large in complex
operations, deep learning techniques could be used to learn the
decisions based on beliefs directly.

b′(s′) = Pr(s′|m, z, a, b)

=
Pr(m|s,′ a, z)Pr(s′|a, z, b)

Pr(m|a, z, b)

=
Pr(m|s,′ a, z)Pr(z|s,′ a)Pr(s′|a, b)

Pr(m|a, z, b)Pr(z|a, b)

= ηPr(m|s,′ a, z)Pr(z|s,′ a)
∑
s

Pr(s′|a, s)Pr(s|a)

∝ I(s,′ a, z,m)O(s,′ a, z)
∑
s

T (s, a, s′)b(s) (2)

Let b(s) denote the probability of an agentαi being in the state s.
The belief update follows Bayes’ rule and can be computed by
the state transition, observation, and information probabilities
T ,O, I defined in Section II-A. The belief state inherits the
Markov property since the updated belief does not depend on
the previous belief states but only on the current state. Based on
agent action a, observation z, and received information m, the
updated belief state b′(s′) could be computed with Eq. 2, where
η = 1

Pr(m|a,z,b)Pr(z|a,b) is considered as a normalizing factor
which assures

∑
s′ b

′(s′) = 1.
Being able to receive observations, communicate information

and maintain extracted state information locally in the belief
space, the agents could learn the optimal task distribution in a
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Algorithm 1: Decentralized Deep Q-Learning With Beliefs.
1: Initialize replay memories D and Q-Networks with

random weights for all agents
2: for each training episode do
3: Initialize operation and beliefs for all agents
4: for each operation step do
5: For all agents
6: Make decisions with ε-greedy and execute

decisions
7: Receive observations from the assigned tasks and

communicate observations in Comm Channel
8: Update beliefs with SE and IE
9: Compute reward and store transition into D

10: Train Q-Network with a randomly sampled
minibatch of transitions in D

11: end for
12: end for

completely decentralized fashion with the proposed HT Dec-
POMDP formulation. The proposed deep Q-Learning approach
shown in Algorithm 1 finds the optimal task allocation decision
given the internal belief instead of being provided with the full
observations of the environment [11]. The training algorithm
is deployed to each agent, and agents learn the collaborative
decision by interacting with the environment and storing past
experience in the form of beliefs.

With processed observations and information in the state
estimator and the information estimator (Fig. 2(a)), each agent
updates the belief b as described in Eq. 3 (Alg. 1, Line 8), and the
belief b summarizing the past observations and communicated
information serves as the agent’s state representation of the
operation environment. Given a reward function directly on
beliefs fR(b, a), the reward discount factor γ, and the time
horizon h, the optimal action-value function Q∗(b, a) is defined
as the maximum possible expected total reward or Q-Value when
having internal belief b and taking action a = π(b) under the
policy π as follows

Q∗(b, a) = maxπE

[
t=h∑
t=t′

γt−t′fR(b
t, at)|bt = b, at = π(b)

]
.

(3)
Then, the optimal policy can be retrieved by π∗(b) =
argmaxaQ

∗(b, a). The optimal Q-Value Q∗(b, a) has to satisfy
the Bellman Optimality to maximize the expected Q-Value of
the next belief-action pair (b,′ a′):

Q∗(b, a) = Eb′ [fR(b, a) + γmaxQ∗(b,′ a′)|b, a]. (4)

As shown in Fig. 3, we use a neural network to approximate
the Q-Value Q(b, a;ω) with belief states as network inputs
and train the Q-Network for each agent so that Q(b, a;ω) ≈
Q∗(b, a). The Q-Network takes belief state as input and outputs
the Q-Value corresponding to each action. Given transitions
< b, a, b,′ fR(b, a) > (Alg. 1, Line 10), the Q-Network is trained
by minimizing the loss function Li(ωi) between predicted Q-
Value Q(b, a;ωi) and the target Q-Value gi for each iteration
i, where gi = fR(b, a) + γmaxQ(b,′ a′; ω̂i) and ω̂i is the target

Fig. 3. Schematic of a Q-Network with an agent’s belief over severity levels of
3 tasks as input and Q-Values of 2 actions as output. In the proposed approach,
agent’s belief over task severity levels are used as an input to the Q-Network
and the outputs are the Q-Values in the action space.

network parameter which is updated less frequently:

Li(ωi) = Eb,a,fR,b′ [gi(b,
′ a,′ ω̂i)−Q(b, a;ωi)]. (5)

The choice of reward function is an important factor in the
reinforcement learning process, and finding optimal reward
function can expedite the training process [17], [18]. In our task
allocation framework, agents receive an ultimate high reward
upon mission completion (all task severity levels are zero),
while a comparably small reward is given to agents for partially
completing the mission (only a fraction of tasks are completed).
This reward structure can incentivize agents to reach mission
completion during training. In particular, we define the reward
function based on the agent’s belief as:

fR(b) = WT
l Rl (6)

The level completion reward Rl is the mission goal reward
describing how much reward is received at each task severity
level l. The level completion weight is defined as a function
of belief with two tuning parameters: Wl = f(b;w, bth), where
w ∈ [0, 1] is the weight for partial completion, representing
how much agents reward themselves with partial credits and
bth ∈ [0, 1] is belief reward threshold, deciding how generous
agents reward themselves since some agents want to be more
sure about the situation in order to reward themselves. Here,
agents receive up to 30% of the maximum reward when up to
75% of the tasks are completed. They receive 100% of the reward
upon the completion of all the tasks. In addition, the effect of
variation in the belief reward threshold as a risk factor in the
decision process is investigated in detail in Section III-B2.

III. RESULTS

We showcase our analysis on a disaster relief scenario which
is an extension of the Firefighting domain, a benchmark used
in the evaluation of Dec-POMDP planning algorithms [14]. In
this new scenario, a team of n agents have to extinguish fires
in p houses and safely rescue people trapped in the burning
houses. The fire extinguishing and rescue demands can vary
in the range of [0,4], where 4 is the worst case scenario and
zero represents that the task is completed. Each agent has its
unique capabilities in extinguishing fire and rescuing people. In
particular, we define four attributes for each agent, namely fire
extinguishing, rescue, sensing, and communication capabilities.
We consider the capability level for each attribute as a discrete
value in the range of [0, 5], where higher values represent better
agent capability and zero represents that the agent is incapable
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Fig. 4. Learning curves with shaded area indicating standard deviations of every 20 training episodes and performance evaluations with 2000 runs for different
team compositions with (a) heterogeneity in capabilities only (b) heterogeneity in capabilities and decision models

in an attribute. The higher the joint capability of the agents
assigned to the same task is, the higher is the probability of
the demand at that task to be reduced, which implies agents
have to collaborate to resolve the worst situation with the highest
probability. Higher sensing and communication capabilities help
the agents to approximate the environment status with higher
accuracy. Agents would learn to cooperate on the same task
when task demand levels are high and synergistically work on
different tasks at the same time when task demand levels are low
to resolve the severe situation faster. They might also decide to
stay at certain locations to prevent the situation from getting
worse.

A. Effect of Heterogeneity on Team Performance

1) Heterogeneity in Capabilities: In a heterogeneous team,
agents may be specialized and have different capability levels.
To study the effects of heterogeneity in agent capabilities on the
team performance, we consider different team compositions. To
ensure the fairness on team capabilities, the mean capability
levels for firefighting and rescue attributes are kept at 2. For the
same attribute, when there is an agent with lower capability, there
is another agent in the same team with higher capability to keep
the mean constant. In order to focus on heterogeneity of task-
specific capabilities, the sensing capability and communication
capability of all agents in all teams are fixed at level 2. With a
team of three agents and four attributes (i.e. firefighting, rescue,
sensing, communication) mentioned above, there are four pos-
sible team compositions represented by nh = 0, 1, 2, 3, where
nh represents the number of agents with lower than average
capabilities. For instance, in the case of nh = 1, one agent has

firefighting capability 1 and rescue capability 1, and the other
two agents have capabilities ≥ 2 to keep the mean capability of
each attribute as 2. Note that bothnh = 0 andnh = 3 teams have
homogeneous capabilities where Ci = [2, 2, 2, 2] for all agents
in order to satisfy the above conditions.

Fig. 4(a) shows the learning curves and performance evalu-
ations for team compositions with different capability distribu-
tions assuming all agents decide rationally. After training, the
performance of each team is evaluated in 2000 operation trials
shown in the histograms. Performance metric is the discounted
reward/score given by the environment. This metric indicates
how effectively a team completes all tasks in execution. Higher
performance indicates the team is able to reduce all task severity
levels to zero within fewer time steps. Note that the reward during
training is obtained using agent belief, which is different than
the performance metric, but it is still reflecting the team perfor-
mance. Results show that heterogeneity in agents’ capabilities
affects the overall performance of the team. In the simulated
experiments, for the heterogeneous team of nh = 1 the team has
the best performance based on the mean cumulative discounted
reward achieved by the team in 2000 evaluations. When agents
have specialized capabilities (nh = 2) or uniform capabilities
(nh = 0 or 3), the team performance deteriorates.

2) Heterogeneity in Capabilities and Decision Models:
Next, we study the effect of sub-optimal decision-makers on
the performance of studied team compositions of the previous
example. Agents and in particular humans in the team might not
always make the optimal (rational) decision since sometimes
they are risk takers and tend to make sub-optimal decisions.
This behavior is called noisy rational decision, and it could
represent human creativity in learning and execution. In the
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previous example, we assume that the agents with relatively
lower capabilities (represented by nh) would make less rational
decisions resulting in heterogeneity in decision-making across
the team. We consider these agents as human-like agents as-
suming that humans have less task handling capabilities but
their creativity and higher risk tolerance leads to noisy rational
decisions. To model noise in agent decisions, we incorporate a
noisy rational model, a widely used human decision model in
cognitive science [19]–[21], into our proposed framework. In
particular, we give an agent the option to take any action with
certain probability defined as

Pr(a|b) = exp(θ ·Q(b, a))∑
ai∈Ai

exp(θ ·Q(b, ai))
, (7)

where Ai denotes the action space for an agent. The noisy
rational model takes the output of Q-Network (Q-Value Q(b, a)
described in Section II-B) and computes the the probability of
taking each possible action a given a belief state b. The tuning
parameter θ ∈ [0, inf] determines how rational the agent makes
the decision. When θ = 0, agents make completely random
decisions; when θ → inf , and agent makes rational decision,
i.e., chooses the action with the highest Q-Value based on its
Q-Network. A noisy decision is sub-optimal with the trained
network but it could be a better decision if training is insufficient.

With added noisy rational decisions to agents with lower than
average capabilities, we observe that, in the training curves in
Fig. 4(b), the teams with homogeneous capabilities (i.e., nh =
0 and nh = 3) start to get reward much later than the other
teams, implying that homogeneous teams or a team where all its
agents often make sub-optimal decisions require longer training.
In the performance evaluation, the team withnh = 1 still has the
best performance among all team compositions highlighting that
forming specialized or a uniform team does not lead to the best
training efficiency and performance.

Results of the analysis in this Section show that how a hetero-
geneous team can outperform a homogeneous one in complex
operation scenarios. The proposed framework is capable of
capturing the deficiencies in the training for different teams and
the uncertainties in the team performance and provides insights
about optimal selection of a team of agents leading to stable
training and reliable performance.

B. Effect of Risk Aversion on Team Performance

1) Auxiliary Tasks: It is often challenging to deploy the
trained agents in a real operation where they face events that
they are not trained for. We define auxiliary tasks to simulate
unexpected events during operation, i.e. tasks that are present in
operation scenario but were not present in training. In circum-
stances where agents encounter auxiliary tasks, the proportion
of sub-optimal decision-makers in the team as well as the level
of noise in the agent’s decisions can affect the team performance
significantly. Here, we evaluate the effect of facing risks in
agents’ decision-making process when tackling this unexpected
situation. Such a scenario is analogous to a team including
humans who have different level of creativity and/or uncertainty
in their decisions.

Fig. 5. (a) Effect of number of noisy decision-makers in a team on the team
performance, (b) effect of decision-making rationality on the team performance.
Each point represents the mean value of 1000 evaluations.

Fig. 6. Effect of belief reward threshold (bth) on team performance, i.e.,
cumulative reward (top row) and first completion step of all tasks (bottom row).
Results are compared to cases when system provides reward on full completion
(full) of the tasks. The mean value and their corresponding standard deviations
are obtained from 1000 simulations for each case.

In this study, we explored the effect of heterogeneity in
decision-making over the team members on completing a mis-
sion including tasks which were not present during the training
(i.e., auxiliary tasks). We considered 6 regular tasks, 4 agents,
and added 2 auxiliary tasks in training for exploring the ability
of the team to adapt to unforeseen demands in performance
evaluation. Auxiliary tasks remain at zero level during training
and start at the highest level in evaluation. Fig. 5(a) shows the
performance of different team compositions when the number of
noisy (sub-optimal) decision-makers in the team is varied. In ad-
dition, Fig. 5(b) shows the performance of each team by varying
the level of noise in the agents’ decision-making capabilities.
Results show that there is a trade-off between the number of
noisy decision-makers and level of rationality. In particular, it is
observed that there exists an optimal value for both the number of
noisy decision-makers in the team and the level of noise in their
decision-making processes which result in maximum reward
and the best performance. A carefully designed team including
risk taker agents enables the team to handle unforeseen circum-
stances and make up for the deficiencies of the Q-Network by
occasionally working on auxiliary tasks or tasks assumed to be
sub-optimal choices under the Q-Network.

2) Risk Tolerance/Award Generosity: In a decentralized
decision-making process, agents obtain rewards based on their
evaluation of the environment status after each action. Such
a judgment is made based on agents’ belief identifying how
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Fig. 7. Low (left), medium (center), and high (right) levels of added uniform prior in training. Blue lines indicate average agent belief reward and green lines
indicate the corresponding reward system would have given. Solid lines and shaded area represent the mean value and standard deviations of every 20 episodes
during training.

Fig. 8. Low (left), medium (center), and high (right) levels of added uniform prior in performance evaluation with a sudden event.

certain an agent thinks about that a task is completed. In a het-
erogeneous team, different agents (e.g. humans and autonomous
agents) might have different levels of standard to label a task as
completed. Here, we investigate the effect of the belief threshold,
which is another risk factor in decision-making process, on the
team performance.

We considered a team of three agents with similar capabilities
in the disaster relief scenario. The belief reward threshold of the
agents are varied from 10% to 99% and the team performance
is evaluated for each case. A p% belief threshold means that
the agent considers a task to be complete if it is at least p%
certain about that. An agent considers a mission completed
when its belief over completion of all the demands (i.e., fire and
rescue levels at all locations) falls within its belief threshold.
The performance evaluation includes 1000 realizations with
random but heavy (≥ 3) initial demand levels. We investigate
two performance metrics; the cumulative discounted reward and
the first completion step of all tasks (Fig. 6).

Results show that the belief reward threshold of bth =
0.9, 0.99 lead to the best performance based on received cumu-
lative discounted reward. The performance outperforms the case
of system reward, i.e., when the reward is given to the agents by
system during learning instead of their belief over environment
status. In addition, there is trade-off in the belief threshold.
With a large threshold, agents receive reward for accurate state
inference and therefore significantly improve the performance
uncertainty represented by standard deviations of the evalu-
ated rewards. With small thresholds, however, agents receive
reward more frequently to help learning, but the performance
uncertainty is significantly larger than high belief thresholds,
meaning that it is risky to select an agent which is generously

rewarding itself in the team and the performance uncertainty is
not guaranteed.

3) Balancing Past Experience and Recent Observations: In
real operations, a team of agents usually encounters sudden
events that have not been experienced during training. Making
decisions purely based on past experience leads to reluctant
behaviors in reaction to sudden events. The incapability of
handling these situations might result in failure in completing
the defined tasks for the agents. Inspired from human adaptivity
and the ability to promptly assess the current environment status,
the agent’s ability of balancing past experience and recent ob-
servations is modeled in the developed framework. In particular,
we define a parameter u called uniform prior that adjusts belief
probability distributions before receiving observation as a tuning
parameter. Such a parameter identifies to what extent an agent
takes the risk of trusting recent observations rather than the past
experience in its decisions for the next action.

Figure 7 shows the training curves with three levels of added
uniform prior. When a uniform prior of value u ∈ [0, 1] is high
and is added to the belief probability, by re-normalizing the
probability, the agent belief gets proportionally biased toward
u before taking observation and communication information.
Higher u indicates and agent would rely more on the upcoming
information to make decision. Results show that there is a
trade-off between the effect of current observations and past
experience on decision learning and performance of a team. A
higher prior, when agents base their decisions more on recent
observations, results in the worst training quality in regular
operations. In Fig. 8, trained agents are evaluated in an operation
with a sudden event which is not present during the training.
Particularly, we increase the fire levels of the houses to their
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maximum level after ten time steps since the start of the simula-
tions. The agents are expected to complete the tasks, i.e., bring
all fire levels to zero and rescue all people, in 30 time steps;
otherwise, the operation is considered as failed. We observed
that a medium level of uniform prior could help the team react
to such sudden events. The failure rate of completing all tasks is
noticeably lower than the case when agents base their decisions
purely on past experience or recent observations.

IV. CONCLUSION

In this letter, we developed an artificial intelligence framework
for multi-agent heterogeneous teams to dynamically learn task
distribution and maximize the performance in complex opera-
tions through reinforcement learning. The proposed framework
HT Dec-POMDP is compatible to model various sources of
heterogeneity within a team, captures aspects of intelligence that
produce collaborative teaming, and provides the opportunity to
quantitatively investigate the effects of heterogeneity and risk
aversion on task allocation in multi-agent systems. Results of
this study show that a well-designed heterogeneous team sig-
nificantly improves the team performance, and including agents
with higher risk tolerance in a team significantly improves the
chance of achievement in uncertain environments.

The proposed framework can be used as a basis for further
developments and design of multi-agent systems, particularly
human-autonomy teams as one of the future works, where form-
ing a team composed of agents with heterogeneous capabilities
and different levels of creativity and risk tolerance is inevitable.
Note that improving the computational efficiency of existing
algorithms might be required particularly when more types of
tasks and larger teams are involved. Nevertheless, the proposed
approach facilitates accounting for information disruption and
risky behaviors, and can provide insights into making high-level
decisions in complicated operations. Moreover, with the help
of deep learning approaches and defined reward functions, ad-
ditional types of information can be included into the belief,
as the operational scenario may require. Examples include in-
formation regarding previous assignments and consideration of
cost of traversing between task locations for spatially distributed
demands.
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