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Effect of Robot Embodiment on Satisfaction With
Recommendations in Shopping Malls
Kazuki Sakai , Yutaka Nakamura, Yuichiro Yoshikawa , and Hiroshi Ishiguro

Abstract—Recent developments in conversational technologies
have attracted researchers to study their applications in recom-
mending items through conversations. It is considered that physical
robots, rather than virtual ones, are effective in situations in which
robots talk about items near participants. However, in real situa-
tions, robots may be required to recommend items that are present
but invisible in the scene of the communication. In this study, we
conducted a field experiment in a shopping mall to investigate
the effects of robot embodiment on recommendation tasks. The
robots recommended a dish after talking to participants about their
food preferences. We developed a conversational recommendation
system and implemented it using physical and virtual robots. The
field experiment was conducted in a shopping mall; the visitors
were encouraged to participate. The experiment lasted a total of
99 hours (9 hours per day for 11 days) inside and in front of a
food court. Although no significant difference in the behavioral
aspect was confirmed, the results obtained from 272 conversations
suggested that having physical bodies enhanced the satisfaction and
agreement with the robots’ recommendations.

Index Terms—Social human-robot interaction, acceptability and
trust, embodiment, field experiment.

I. INTRODUCTION

R ECENTLY, conversational robots that provide advanced
information, such as recommendations, have been de-

veloped [1]–[3]. These robots can provide sophisticated ser-
vices while understanding the user’s feelings and background.
Conversational robots are expected to be used in daily life
situations, for example, as artificial shop clerks [4] and in
hospitals [5].

The effectiveness of robot embodiment has been widely stud-
ied by researchers in the field of human-robot interaction. Recent
surveys have summarized studies concerning the differences
between physical and virtual robots [6], [7]. According to these
surveys, most studies reported that physical robots are more
attractive, persuasive, and positive than virtual ones, whereas
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Fig. 1. Humanoid robots: (a) virtual robots and (b) physical robots.

some studies showed the opposite results in certain situations.
One study showed that physical robots are effective for tasks
performed in real situations, whereas virtual robots are effective
for tasks performed in virtual situations [8]. According to these
results, physical robots are considered to be better than virtual
ones for recommending items that physically exist in the place of
the communication. However, in real-world applications of robot
recommendations, robots are sometimes required to recommend
items that are present but invisible in the scene of the communi-
cation. For example, when a robot recommends some items at the
entrance of a shop, these are not visible to the user or the robot.
Therefore, we should investigate whether having a physical body
is effective even if the recommended items are not visible to
the participants.

In this study, we conducted a field experiment in a shopping
mall to investigate the effects of robot embodiment recom-
mendation tasks. The robots recommend a dish after talking
to a participant about their food preferences. We developed
a multi-robot dialogue system that could talk to a participant
while successively estimating the next item to be questioned
or recommended based on the disclosed preferences in pre-
vious questions. In the experiment, we implemented the de-
veloped dialogue system in both virtual (Fig. 1(a)) and phys-
ical robots (Fig. 1(b)). Visitors to the shopping mall were
encouraged to attend the experiment. We evaluated their sat-
isfaction with the interaction by analyzing their question-
naire responses and their agreement with robot recommen-
dations by analyzing their utterances. Moreover, we exam-
ined whether the participants ate or planned to eat the rec-
ommended dish after the conversation with the physical or
virtual robots.

The remainder of this paper is organized as follows. In Sec-
tion II, related work investigating the advantages and disad-
vantages of having a physical body is described. Section III
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describes the development of the dialogue system for recom-
mendation. In Section IV, we describe the method and results of
the field experiment in a shopping mall. In Section V, the results
are discussed, and the conclusions are presented in Section VI.

II. RELATED WORK

Many studies have focused on the embodiment of a robot.
Such studies can be divided into two types: studies on whether
the appearance should be humanlike and on whether the body
should be physical. In the former type of studies, humanlike
robots were compared to smart speakers [9] or text chatbots [10].
In the current study, we focused on the latter type: a comparison
between physical and virtual robots. Many studies have shown
the positive effects of robots’ physical bodies on task-oriented
interactions (see review [6], [7]). However, because all studies
in these reviews were limited to laboratory experiments, the
effectiveness in real-world applications is unclear. Nishio et al.
conducted a laboratory experiment that was similar to a field
experiment. They found that physical robots were more effective
than virtual ones in communication when they succeeded in
speech recognition. However, this study focused only on the
elderly [11].

In the context of the robot’s recommendation and persuasion,
studies have investigated the effect of embodiment. Schneider
et al. showed that, in a robot application to encourage a user
to exercise, the time users spent exercising was longer with the
physical robot than with the virtual one, and the former was
preferred over the latter consistently [12]. Wang et al. showed
that for a decision-making task, a physical robot could influence
the user’s decision more than an onscreen agent with an identical
appearance [13]. However, this effect of physical embodiment
is not consistent across situations. Thellman et al. reported that
the social presence of an agent was a more influential factor
for user’s acceptance of it in an ultimatum game rather than
the agent’s embodiment [14]. An online survey to compare
the performance of food recommendation by a tablet device,
a humanoid robot, and a human suggested that the acceptance
rate was improved only in the human condition, but the effect
depended on the specific recommendation scenario [15]. There-
fore, the effectiveness of the robot’s embodiment is unclear in
our target situations where the robots recommended items that
were not displayed in front of the participants.

III. DIALOGUE SYSTEM

We developed a dialogue system with multiple robots that
recommended dishes while asking the participant’s preferences.
We adapted two robots into the dialogue system because multiple
robots improved the participants’ tolerance to continuing the
conversation even if recognition errors occurred [16], [17]. To
select the next items to ask about and recommend, the robots
successively estimated the participants’ preferences by using
Gaussian process regression [18] based on a similarity model.

Fig. 2. System architecture.

A. Preference Estimation

To estimate the user’s preference, we used subjective simi-
larity, which is a relational model of items reflecting a certain
person’s criteria. Subjective similarity is useful for calculating
the similarity between items of different categories, such as
foods and feelings. Subjective similarity is also useful for robots
to estimate preferences in situations where they do not have the
user’s information before the conversation.

Subjective similarity was created using the following proce-
dure. First, we collected the similarity data of a single person
by using the crowd clustering method [19], which divides the
entire task into small tasks to facilitate data input. Then, the
data obtained by the tasks are integrated and analyzed by an
infinite relational model [20], which obtains their similarity
relationships, that is, subjective similarity.

To estimate preferences based on subjective similarity, we
used a Gaussian process regression [18], which obtains the
estimated preference values of the items. Based on these values,
we chose the next items to ask about and recommend. Here,
we focused on the history of the values; that is, the item whose
estimated value was most changed from the previous estimated
value was chosen. When this strategy is used, the participant can
recognize that the current item the robot asked about is related
in some way to the previous items.

B. System Architecture

Fig. 2 shows the system architecture of the dialogue system.
The user utterances are recognized by the speech recognition
module, and the result is sent to the dialogue manager. The
speech recognition works only when the robots wait for the
answer. The dialogue manager obtains the information from
preference estimation and natural language understanding mod-
ules. Then, it generates the dialogue scenario consisting of mul-
timodal components: the robots’ utterances, gaze targets, and
gestures. That is, given the components, it generates dialogue
scenarios consisting of a command sequence for the robots
with the information of when it should be sent to the executor.
Note that some utterances were prepared as a template with
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Fig. 3. Dialogue flow.

variable word slots and completed with adequate words, such
as item names. To avoid giving a monotonous impression, some
utterances involve variant expressions to be randomly chosen.
The scenario executor schedules the commands and sends them
to the robots as scheduled.

The natural language understanding module performs mor-
phological analysis of utterance texts and then recognizes key-
words, including agreement/disagreement, and comments. Key-
word recognition is performed based on the word match method.
In advance, we manually created a list of all possible words
that the user could say to represent agreement or disagreement,
such as “yes” and “like” for agreement and “no” and “dislike”
for disagreement. If the results of the morphological analysis
include such prepared words, the module outputs the represented
category (i.e., agreement/disagreement). For comment recogni-
tion, the module extracts the content words (noun, adjective,
and verb) from the results of the morphological analysis and
repeats the words. The preference estimation module estimates
the preferences of items based on the preference estimation
method described Section III-A and chooses the next item to be
asked about by the robots. To establish eye contact between the
robots and user, the face position estimation module estimates
the position of the user’s face by using a depth camera and
updates the gaze target.

Fig. 3 shows the dialogue flow. First the robots asked a ques-
tion about the purpose of the participant’s visit. Then the robots
asked for confirmation to continue the dialogue. If the participant
disagreed with continuing the dialogue, the dialogue was ended.
Then the robots asked a question about the participant’s current
feeling. After that, the robots asked questions about participant’s
food preferences and reasons for them. After repeating the pref-
erence questions twice, the robots recommended a dish in con-
sideration of the obtained answers. After that, the robots asked a
question about recommendation evaluation. In the closing part
of the dialogue, the robots suggested eating the recommended
dish in the food court and asked the participant to complete the
questionnaire. To encourage the participants to plan to eat the
recommended meal, the robots talked to each other about their
impressions of the dish after the conversation. In all questions,
when the robots could not recognize the voice of the participant
because of the noise or long pause, the robots repeated the same
question. Fig. 4 shows an example of the dialogue.

IV. EXPERIMENT

To verify the effects of robot embodiment on recommendation
acceptance in a shopping mall, we conducted a field experiment

Fig. 4. Dialogue example. Speaker R1, R2, and H refer to Robot-1, Robot-2,
and Human, respectively.

at two locations, inside and in front of a food court of LaLaport
Expocity (a shopping mall in Osaka, Japan) from 11 am to 8 pm
on 15–25 March, 2020. All procedures in this experiment were
approved by the ethical committee of the Graduate School of
Engineering Science, Osaka University, Japan. We compared
two conditions: Physical and Virtual. One location was assigned
Physical condition and the other Virtual condition. The con-
ditions were switched daily. We evaluated the satisfaction and
agreement with the recommendations. In addition, we examined
whether the participants ate or planned to eat the recommended
meal after a conversation with physical or virtual robots.

A. Method

1) Participants: A total of 440 visitors to the shopping mall
(234 people in the Physical condition, and 186 people in the
Virtual condition) participated in the experiment. We only used
data obtained from subjects who were over 13 years old and
participated in the experiment for the first time. As a result,
the data of 137 participants (36 men, 78 women, and 23 undis-
closed) from Physical condition and 135 participants (47 men,
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Fig. 5. Experimental setup: (a) physical condition and (b) virtual condition.

71 women, and 17 undisclosed) from Virtual condition were
used.

2) Appratus: Fig. 5 shows the setups of the event booths.
Three desks were placed in each booth. A laptop PC with
touch display for acquiring the informed consent and providing
the instructions, a printer, and 2D code reader were placed on
the first desk. Two robots or a display, another laptop PC, a
microphone, a depth camera (Intel RealSense D435i), a pair
of stereo speakers, and a 2D code reader were placed on the
second desk. A box to collect the questionnaires and gifts
for participation in the experiment were placed on the third
desk. In Physical condition, two table-top humanoid robots
called CommU (developed by the collaboration between Osaka
University, Japan, and VStone Co., Ltd.) were used. In Virtual
condition, we used a display (FlexScan EV2750 27 in, EIZO)
with a screen sufficient to draw two virtual agents with the same
shape and size as CommU. To balance the positional relationship
of the robots from the viewpoint of the subjects, we adjusted the
scene camera (viewpoint of 3D rendering) at the top in front
of the robots. To distinguish the agents’ utterances, their utter-
ances were divided between the stereo speakers based on their
position. To emphasize to the participants that all robots/agents
were different, a name plate was set on the robots’ chests in
both conditions. When the robots spoke, their mouth opened
and closed in synchrony with the voice. With 14 degrees of
freedom, they could produce various nonverbal gestures such
as nodding.

3) Stimuli: The dialogue flow was the same in both con-
ditions. The duration of the dialogue was approximately five
minutes. Note that while there were no participants, the robots
talked to each other about food, experimental setup, and daily
life every minute.

In this study, we adapted the dishes of the restaurants in the
food court for the recommendations. Two dishes from 14 places
(28 dishes in total), from which we obtained a permission to use
their information, were chosen as the recommendation items.
To create subjective similarity, all dishes were labeled as food
categories. As a result, 21 labels were used. In addition, 18
expressions for the feelings related to eating a meal and an
additional 35 food items were used. For the final 74 items,
a single person in our laboratory repeated 200 small tasks to
input the similarity data. The subjective similarity used in the
experiment is shown in Fig. 6.

To link the questionnaire and system logs, we used a 2D code.
When the participants agreed to participate in the experiment on

Fig. 6. Subjective similarity matrix. The rows and columns of the matrix
are the IDs of the items. The shade of the matrix represents the degree of
similarity between the items: black indicates high similarity, and white indicates
dissimilarity. Note that the similarity is a continuous number ranging from zero
to one.

instruction graphical user interface (instruction GUI), the GUI
generated a unique ID. The ID, condition, and timestamp were
encoded into a 2D code, and a questionnaire paper with that code
was printed. Using the 2D code, the system could link the ID
and the conversation.

4) Procedure: First, the participants read the instructions
on the instruction GUI and decided whether to participate in
the experiment. The instructions described the purpose of the
experiment, precautions, flow of the experiment including the
questionnaire, the way to leave the experiment, and the treat-
ment of the acquired data. If they decided to participate in the
experiment, they pressed “participation” button placed on the
last page of the instruction GUI. If not, they pressed “decline”
button and left here. The subjects then received the printed
questionnaire with the 2D code and moved to the next desk
where the robots/display was placed. The participants then read
instructions that contained guidance on talking to the robots.
After reading the instructions, the participants held the 2D
code over the 2D code reader, which triggered the start of the
conversation. At the end of the conversation, the robots requested
participants to complete questionnaires using one of two options
(see Fig. 4). If the participants planned to go to the food court,
they brought the printed questionnaire with them. After finishing
eating, they completed the questionnaire and returned to the
booth to place it in the box. If the participants did not have
plans to eat, they completed the questionnaire immediately and
submitted it.

5) Evaluation: The same questionnaire was used for all par-
ticipants. The questionnaire consisted of two parts: two items
about gender and age and seven items about the participants’
impressions of the dialogue. Two of the seven items queried the
experience with the experiment.

Q1 Did you talk to these robots?
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Q2 Did you talk to the robots in the other location?

For Q1, the participants selected from three options: one, two,
and more time(s). For Q2, they selected from four options: no,
one, two, and more time(s).

The next two items queried the eating activity:

Q3 Did you eat something in the food court?
Q4 Did you eat the recommended dish today?

We asked Q3 to check if the participants had eaten a meal
before the conversation with the robots. That is, we asked if
(i) they had eaten before the conversation, (ii) they ate after the
conversation, or (iii) they have not eaten yet. We asked Q4 to
check if the participants accepted the robots’ recommendation.
That is, we asked if (i) they have eaten the recommended food,
(ii) planned to eat the recommended food, or (iii) have not eaten
the recommended food yet. We supposed that persons who have
not eaten it yet but planned to do so later chose the second option,
while those who have not eaten it and did not plan to do so later
chose the third option.

The remaining three items queried the satisfaction with the
conversation:

Q5 Did you enjoy the conversation with the robots?
Q6 Did you feel that the robot’s recommendation was persua-

sive?
Q7 Do you wish to talk to the robots again?

For Q5-7, they rated the items on a seven-point Likert scale
ranging from 1 (“strongly disagree”) to 7 (“strongly agree”).
The midpoint value of four corresponded to “undecided”. We
calculated the average scores of the satisfaction items.

To evaluate the agreement with the recommendations, we used
the score that was provided as an answer to the last question of
the conversation, that is, “How would you rate our recommen-
dation out of 100?”. Note that we used only scores that were
successfully recognized by speech recognition.

B. Results

First, we checked the smoothness of the dialogue. We com-
pared the number of times that the questions were repeated
when the dialogue system did not obtain any utterances from
the speech recognition using a t-test. As a result, we found
no significant difference between conditions (Physical condi-
tion: M = 2.190, SD = 2.315; Virtual condition: M = 1.817,
SD = 3.235; t(124) = 0.813, p = 0.418).

Fig. 7 shows the boxplots of the average scores of satisfaction
with the dialogue. Note that Cronbach’s alpha of the three items
about satisfaction was 0.91. The average score of satisfaction in
Physical condition was found to be significantly higher than that
in Virtual condition (Physical condition: N = 130, M = 5.951,
SD = 1.106; Virtual condition: N = 131, M = 5.599, SD =
1.413; t(245) = 2.242, p = 0.026).

For Q3, 24 participants in Physical condition and 15 par-
ticipants in Virtual condition answered, “after conversation”.
Among these participants, the number of people that answered
“have eaten” or “plan to eat” for Q4 was 6 and 5, respectively. We
compared the ratio (6/24 vs. 5/15) using a two-sample proportion

Fig. 7. Boxplots of the average score of satisfaction.

Fig. 8. Boxplots of the scores of agreement with the recommendation.

test. However, we did not find a significant difference between
the conditions (χ2(1) = 0.317, p = 0.574). In contrast, in Q3,
32 and 36 participants answered that they had eaten “before the
conversation” in Physical and Virtual conditions, respectively.
Moreover, 80 and 82 participants answered that they “have not
eaten yet” in Physical and Virtual conditions, respectively. In
the sample of participants who have not eaten, there was no
significant difference in the ratio of persons choosing the option
of “plan to eat” in Q4 between Physical (3 out of 80) and Virtual
(7 out of 82) conditions (χ2(1) = 1.602, p = 0.206). In the
sample of users who had eaten before the conversation, there
was no significant difference in the same ratio between Physical
(3 out of 32) and Virtual (2 out of 36) conditions (χ2(1) = 0.363,
p = 0.547).
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Fig. 8 shows the boxplots of the scores of the participants’
agreement with the recommendation, which is successfully
recognized by the speech recognition. The score of Physical
condition was found to be significantly higher than that of
Virtual condition (Physical condition: N = 53, M = 79.358,
SD = 26.328; Virtual condition: N = 50, M = 67.760, SD =
31.230; t(96) = 2.032, p = 0.045).

V. DISCUSSION

No significant difference in the number of repeated questions
indicated that the participants’ impressions of the robots’ capa-
bilities for understanding the participants’ utterances were not
biased between the conditions. Analyses of questionnaire scores
revealed that the participants’ satisfaction and agreement with
the robot’s recommendation was enhanced by the robots having
physical bodies. The current result suggests that the positive
effect of the physical embodiment reported in a previous labo-
ratory experiment [8], [21] remains valid even in a real-world
recommendation situation, where the recommended item is not
displayed in the location of the conversation. This will accelerate
the use of physical robots in real situations, although the problem
of high cost remains. However, it is worth noting that the
result regarding the agreement of the recommendation is limited
because the agreement score was obtained through speech recog-
nition; therefore, we considered only the partial cases in which
the participant’s answer was successfully identified. In addition,
it should be clarified whether eating the recommended food,
eating other food, or not eating anything before talking to the
robots or completing the questionnaire influences the results of
the questionnaire and the agreement with the recommendation.
For example, if the participants eat the recommended food, they
might provide a higher evaluation rating. Conversely, if they eat
food that the robots did not recommend, they might give a lower
evaluation score. However, owing to the small sample size, it is
difficult to analyze this effect. To examine it, we would need to
encourage the participants to complete the questionnaire after
having a meal by providing an incentive, such as a discount.
Moreover, we would require a mechanism to monitor which
dish the participant ate.

However, we did not find a significant difference in the ratio
of participants who ate or planned to eat the recommended
dish after the conversation. A possible reason is the time of
the experiment, which did not involve only the lunch and dinner
time but also the time between; however, the food court provided
menus suitable for lunch and dinner. Therefore, in the in-between
periods, it was difficult for the robots to motivate participants
to eat the recommended meal even if the recommendation was
successfully provided in terms of the participants’ impressions.
Another possible reason for the non-significant difference in
this measure is the choice of topic to be recommended. A
previous study [22] revealed that users did not prefer to talk
about non-robot-friendly topics, such as food and art, with
conversational robots. This might decrease the influence of the
robot recommendation in the current experiment, where the
robots recommended a food dish to be eaten. In the future,
it is worth examining the recommendation effects with more

robot-friendly topics, such as books and electrical appliances,
which are understandable by the sensing modalities available to
the current robots.

The number of participants who planned to eat something
and accepted the recommended dish (6/24 and 5/15) was small.
We consider that the low numbers happened because of the
bad choice of time for experiment including the period between
lunch and dinner as well as the potential non-robot-friendliness
of the topic of food. On the other hand, although these success
rates (25% and 33% in Physical and Virtual conditions, respec-
tively) were not large and should be improved in the future work,
we did not consider that they are quite low or hopeless because
the chance level was 7% in this study, which is the probability of
randomly selecting one restaurant from the 14 participating ones.
If the results were from a reliable analysis with sufficient number
of samples, it could imply that the robots’ recommendations
have influenced the participants’ food selection. To confirm
this, we need to increase the number of conversations with the
participants who had not eaten food before the conversation.
However, in the current implementation, the robots did not
actively encourage the visitors to participate in this experiment.
In the future, we will develop new technology for attracting
visitors. In addition, to evaluate the success rate of the current
dialogue system, it is worth conducting further experiments to
compare it to humans or other media.

This study had some limitations. In this study, we used virtual
robots on the screen to be compared to physical ones; however,
a physical robot displayed on the screen could be another
candidate for comparison. Li et al. stated that the essential
differences between physical and virtual robots are whether they
have physical bodies and whether their bodies are shown on the
monitor [6]. In the future, we should also include the condition of
a physical robot displayed on the screen to investigate how these
two factors contribute to the impressions. Second, we used only
one subjective similarity model created based on one person’s
criteria. Therefore, the participants may consider the order of the
questions strange. It is worth developing a mechanism to adapt
the similarity model and examine its effect on the recommenda-
tion conversation. Third, we evaluated the behavioral metric with
a questionnaire. To optimize the current dialogue systems as the
recommendation system, we need to define a reliable behavioral
metric to check if the participants purchased the recommended
items. Therefore, it is worth conducting future experiments with
the extended dialogue systems not only recommending items
but also directly selling them.

VI. CONCLUSION

We investigated the embodiment of robots in a shopping mall.
We conducted a field experiment in which physical or virtual
robots recommended the dishes to visitors of the food court.
Our results suggest that physical embodiment enhances the
participant satisfaction and agreement with recommendations.
However, we did not find a significant difference in behavior
change after the conversation with the robots. The results will
encourage not only researchers but also businesspeople to in-
troduce physical robots into daily life situations, even though
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the cost problem remains. In future work, we will investigate
the influence of embodiment on behavior change and of another
type of agent, such as a physical robot displayed on a screen.
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