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Abstract—Grasp synthesis for 3-D deformable objects remains a
little-explored topic, most works aiming to minimize deformations.
However, deformations are not necessarily harmful—humans are,
for example, able to exploit deformations to generate new potential
grasps. How to achieve that on a robot is though an open question.
This letter proposes an approach that uses object stiffness infor-
mation in addition to depth images for synthesizing high-quality
grasps. We achieve this by incorporating object stiffness as an
additional input to a state-of-the-art deep grasp planning network.
We also curate a new synthetic dataset of grasps on objects of
varying stiffness using the Isaac Gym simulator for training the
network. We experimentally validate and compare our proposed
approach against the case where we do not incorporate object
stiffness on a total of 2800 grasps in simulation and 560 grasps
on a real Franka Emika Panda. The experimental results show
significant improvement in grasp success rate using the proposed
approach on a wide range of objects with varying shapes, sizes, and
stiffnesses. Furthermore, we demonstrate that the approach can
generate different grasping strategies for different stiffness values.
Together, the results clearly show the value of incorporating stiff-
ness information when grasping objects of varying stiffness. Code
and video are available at: https://irobotics.aalto.fi/defggcnn/.

Index Terms—Deep Learning in grasping and manipulation,
grasping.

I. INTRODUCTION

IN THE last decade, advancement in robotic grasping has
enabled robots to automatically grasp a never-before-seen

range of objects. However, most of the works on grasp synthesis
still assume specific object properties such as uniform friction
or rigidity. These assumptions do not hold for multi-material [2]
or deformable objects and can lead to unsuccessful grasping in
real-world scenarios.

Grasping non-rigid objects, on the other hand, is difficult
because objects deform under interaction forces meaning that
the 3-D contact locations also depend on the forces exerted on the
object. Furthermore, the effect of the deformation varies across
deformable objects and tasks. Because of these facts, grasps
generated on rigid objects do not necessarily transfer well to
deformable objects, as shown in Fig. 1(a). It is thus essential
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Fig. 1. (a) Some grasps generated on rigid objects did not successfully hold the
object during a dynamic task. (b) The robot executes the same grasp candidate
on two objects with similar shapes but different stiffnesses.

to harness the deformation of objects when grasping. For some
objects, such as grasping a water bottle, it might be important
to minimize the object’s deformation not to dislodge the liquid.
While for other objects, such as the triangular-shaped object
shown in Fig. 1(b), one can take advantage of the deformation
to grasp them successfully.

To date, most of the existing works only focus on minimizing
the object deformation [3]–[7]. Although there exist few works
that take advantage of the deformation [8], [9], they mainly
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Fig. 2. The proposed pipeline where stiffness information (highlighted in red
box) is incorporated.

focus on proposing control strategies given an initial grasp
configuration. Thus, it is still an open question of how object
stiffness affects the choice of grasp configuration and how to
harness object deformation to generate better grasps.

To address the aforementioned open issues, we propose to
incorporate stiffness as an additional input to a state-of-the-art
deep grasp planning pipeline as shown in Fig. 2. Our system
generates a grasp candidate and corresponding grasp quality for
every pixel given an input depth image and a stiffness image. The
model outputs can be reprojected into 3-D space when combined
with depth information, allowing a robot to execute a generated
grasp in the real world.

We qualitatively evaluated the proposed grasp synthesis
method on a Franka Emika Panda robot in simulation and the real
world by comparing it to a method that ignores stiffness. In the
simulator, we evaluated over 2800 grasps on a shake and twist
task, measuring, respectively, the grasp’s robustness to linear
and angular disturbances. In the real world, we measured the
grasp success rate of 560 grasps on 14 objects in three different
scenarios: with stiffness information, assuming all objects are
rigid, and assuming all objects are deformable. In both simula-
tion and the real world, our proposed approach demonstrates an
improvement in grasp success rate. Furthermore, the approach
can generate different grasping strategies for different stiffness
values.

In summary, the main contributions of this letter are:
� The first generative stiffness-aware deep grasping approach

that adapts the grasp location depending on the object’s
stiffness.

� The first stiffness-dependent image-based grasping dataset
consists of labeled top-down grasps on objects with varying
stiffness.

� A thorough empirical evaluation of the proposed method
presenting, both in simulation and on real hardware,

improvements in terms of grasp ranking and grasp success
rate over a method that ignores stiffness.

II. RELATED WORK

To put our work in context, we next review three comple-
mentary viewpoints, grasping of deformable objects, data-driven
grasp synthesis, and simulation of deformable object interac-
tions.

A. Grasping Deformable Objects

Most recent research on deformable object manipulation
has mainly focused on manipulating cloth items [10]–[12],
ropes [13]–[15], and 3-D deformable object [16]. Grasping de-
formable objects remains a sparsely explored research area [17]
with the majority of works focusing on formulating quality
metrics to quantify the goodness of a grasp [3], [4], [18], [19]
or proposing control strategies [6]–[9].

Most approaches for grasping deformable objects aim to min-
imize the deformation. For a particular grasp, the minimization
can be performed on-line by employing a control strategy that
regulates the force at each contact [6], [7]. To plan grasps,
minimum deformation can be achieved by placing fingers at
locations with maximal local stiffness, determined e.g. using
simulation [3]. The deformation can also be integrated as an ad-
ditional component of a wrench-space grasp quality metric [4].

In contrast to minimizing deformation, some works have
proposed to utilize the object deformation, similar to this letter.
Analytical grasp planning approaches following this line of
study include bounded force closure [18] which guarantees force
closure under a bounded external force, and deform closure [19]
which generalizes form closure to deformable objects with fric-
tionless contact. In the on-line case, finger displacements can
be regulated in order to retain force closure, originally proposed
for planar objects [8] and later extended to 3-D [9] by using
Finite Element Method (FEM) to continuously model changes
in shape and contact geometry during object lifting.

Although [8], [9] utilized object deformations for stable grasp-
ing, they focus on regulating either force or displacement of the
fingers given an initial grasp configuration. This is in contrast to
our work which focuses on the choice of the grasp configuration
by taking advantage of the object deformation.

B. Data-Driven Grasp Synthesis

Rapid advances in deep learning research recently have
changed the paradigm of robotic grasping from analytical meth-
ods to data-driven ones. The main reason for this paradigm
shift is that data-driven methods have been proved to be able
to generate grasps that typically achieve a high grasp success
rate on a wide range of objects in just a matter of seconds,
much faster compared to analytical methods [20]–[27]. For
example, Mahler et al. [21] used a dataset consisting of mil-
lions of synthetic antipodal top-grasp to train a Grasp Quality
Convolutional Neural Network (GQ-CNN) model that computes
the probability of success of grasps from depth images. The
GQ-CNN was further improved through the use of on-policy
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data and a fully-convolutional network (FCN) structure called
FC-GQ-CNN [23]. The FCN structure has recently been found
to perform well in grasp synthesis [22], [23], [28]–[30], having
the ability to generate dense, pixel-wise predictions for an input
image efficiently.

Although the aforementioned works achieve impressive re-
sults on rigid objects, none of them explicitly investigate the us-
ability on deformable objects especially 3-D deformable objects.
In this work, we tackle this problem by incorporating object
deformation into a state-of-the-art deep data-driven grasping
planning pipeline.

C. Soft-Body Simulation

Data-driven grasping requires training data, which in this
work we generate in simulation. Simulating dynamics of de-
formable objects relies heavily on their geometric representa-
tions, for instance, particle representation is a good choice for
simulating the dynamics of fluids. Yin et al. [31] presents three
primary deformable object modelling approaches, Mass-Spring
System (MSS), Position-based Dynamics (PBD), and FEM, and
their limitations. In this work, we decided to use FEM because
it is often used to model 3-D objects such as food [32] and
tissues [33] and, compared to other modeling approaches, offers
a more physically accurate representation of a deformable object
in a continuous domain at the expense of computational cost.

Some robotic simulators that support FEM are PyBullet [34],
SOFA [35], and NVIDIA’s recent version of the Isaac Gym
simulator [36], which supports soft body simulation through the
NVIDIA Flex backend. Among the aforementioned simulators,
Isaac Gym is chosen as it combines the advantages of the other
two. Similar to SOFA, Isaac Gym includes a co-rotational linear
model for precision modeling and simulating the object defor-
mation under interaction. Like PyBullet, Isaac Gym provides
capabilities to integrate robot-related functions, making it easier
to build robotic applications. Huang et al. [17] also provides
a grasping framework in Isaac Gym named DefGraspSim to
automatically perform and evaluate grasp tests on an arbitrary
target object. We use this framework in our work to generate
training data and to test grasps.

III. PROBLEM FORMULATION

This work addresses the problem of generating antipodal
grasps on unknown objects with different stiffnesses lying on a
supporting surface. The goal is to calculate a grasp for each pixel
in the depth image while taking into account object stiffness.
More formally, we train a model M that takes as input a
depth image Id and a stiffness image Is, and produces a grasp
map G that incorporates grasp quality and grasp parameters
(orientation, gripper width) for grasps centered at each pixel
in the input.

M : (Id, Is) �→ G.

To achieve this goal, we propose to use the Deep Neural
Network (DNN) in Fig. 2 to map from depth and stiffness images
to grasps G in the image, which we can easily transform to the
real world using known coordinate transforms.

IV. METHOD

A. Network

Our solution is based on the Generative Grasping Convolu-
tional Neural Network 2 (GG-CNN2) a fully-convolutional net-
work proposed by Morrision et al. [30]. The detail architecture
of the network is presented in [30]. This network is orders of
magnitude smaller than other recent grasping networks, making
it faster to train and evaluate, while still achieving state-of-the-art
results in rigid object grasping. However, as shown in Fig. 2,
we modify GG-CNN2 to take an additional stiffness image as
input, enabling it to learn different grasps based on the object’s
stiffness. Specifically, we modify the GG-CNN2 convolution
module to accommodate the extra input. We call this new net-
work Deformation GG-CNN (Def-GG-CNN).

Similar to the GG-CNN2 network architecture, Def-GG-CNN
also uses dilated convolutional layers to improve the perfor-
mance in semantic segmentation. To enable Def-GG-CNN to
learn stiffness-dependent grasping strategies, it has, alongside
the depth image, an additional stiffness image input. The stiff-
ness image represents Young’s modulus of the object at each
pixel. The output of the network is the grasp map G that
represents a grasp quality, and gripper parameters (orientation,
gripper width) for each pixel of the depth image. The proposed
network is trained with supervised learning on a synthetic dataset
with the L2 loss funtion L(G,Mθ(Id, Is)). The synthetic train-
ing dataset further explaned in Section V.

B. Grasp Map Representation

Each pixel in the grasp map G represents a top-down grasp,
which is defined by the grasp center position, orientation, and
width. We use the same representation of G as defined in [22].
As shown in Fig. 2, the grasp map G consist of three images:
grasp quality Q, orientation φ, and gripper width W.

Q denotes the quality of a grasp centered at each pixel. The
quality of a grasp is a scalar value between [0, 1], where the
higher the value, the better the grasp. φ is the orientation image,
representing the pixel-wise orientation of a grasp around the
image normal. Because an antipodal grasp is symmetric beyond
180 degrees, we limit the orientation between [−π/2, π/2] radi-
ans. Finally, W is the width image that describes the pixel-wise
gripper width from [0, 150] pixels. We transform the pixel-
dependent gripper width to real-world units using the measured
depth and the camera parameters.

V. DATASET

To train Def-GG-CNN, we need a dataset consisting of depth,
stiffness, quality, orientation, and width images. To date, there
exists no such dataset, and, thus, we opted to curate our own
synthetic dataset.

The pipeline of generating training data is visualized in Fig. 3.
We first convert the triangular mesh of an object into tetrahedral
mesh using fTetWild [37] and feed that tetrahedral mesh to the
Isaac Gym simulator to enable its soft bodies simulation feature.
The stiffness of an object can then be varied by adjusting the
material parameters, i.e., Young’s modulus and Poisson’s Ratio.
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Fig. 3. The training data generation pipeline.

Then using the object triangular mesh, we sample grasp can-
didates which are later evaluated with Isaac Gym using proper
quality metrics. Based on the performance of the grasps, we then
label the grasps, convert them to the desired representation, and
store them in the training dataset.

Depth and stiffness input: We captured depth images of
target objects with a virtual camera set to view the scene from
top-down. To model variable object stiffness, four values of
Young’s modulus from 2 · 104 to 2 · 109 were used. The Young’s
modulus is normalized to [0, 1] range and the corresponding
stiffness value is assigned to every pixel in the stiffness image
that the object occupies. To simplify the problem, we decided
to keep the Poisson’ ratio fixed at 0.3 as suggested in [17]. The
dimension of the two images is 300× 300.

Grasp candidates: Grasps are sampled with an antipodal
grasp sampler to obtain approximately 200 grasp candidates for
each target object. All grasps that collide with the mesh are
filtered out, resulting in a final set of 25 to 40 collision-free
grasps for each object.

Quality metrics: None of the standard grasp quality metrics,
such as the Ferrari & Canny L1 metric [38], are directly appli-
cable for both rigid and deformable objects. As a quality metric,
we use a shake task which measures how easily an object is
displaced in hand under linear accelerations. A higher metric
means a better grasp as it indicates that a grasp can withstand
higher accelerations. We use this metric to label a grasp as a
positive or negative grasp by checking if the linear acceleration
it can withstand is above or below a threshold. Specifically,
after successfully lifting the object for each grasp candidate, we
linearly increase the acceleration of the grasp along 16 directions
until the gripper loses contact with the objects or reaches the
upper acceleration limit, which is set to 50 m/s2. Then we
compute the average acceleration over all directions, and if this
value is higher than the threshold of 25 m/s2, we label the grasp
candidate as a positive grasp.

Ground-truth grasp map: To further simplify the data gen-
eration, we only use positively labeled grasps as ground-truth
grasps to train the network. To generate the ground-truth grasps,
we first transform all grasps to the image space. To do so, we
represent the grasps as rectangles in the image as displayed in
Fig. 4. Four parameters define the rectangles: grasp center, grasp

Fig. 4. A grasp is represented as a rectangle in 2D image plane.

Fig. 5. The seven common objects used in the experiment. All objects are
single-material except for object 7, where the stiffness of its red part can vary.

orientation, grasp width, and finger height. Finally, we use the
rectangles as image masks to generate ground-truth grasp maps
G. Specifically, all pixels of the quality images Q, angle images
φ, and width images W within the rectangle are set to the values
given from the shake task. In contrast, all pixels outside the
rectangle are set to invalid.

Training dataset: As a training dataset, we generate and label
grasps on 30 objects. The objects include 13 primitive objects
provided in Isaac Gym, 5 objects from the YCB dataset [39],
and 12 objects with adversarial geometry from the EGAD!
dataset [40]. Because we set the stiffness for each object to four
different values, the training set contains, in total, 120 objects.
We use the Franka Emika Panda gripper model to execute grasps
on objects in the simulator. To counteract the small size of the
training set, we further augment the dataset with random crops,
zooms, and rotations to create a set of 5400 depth and stiffness
images with 27000 corresponding labeled grasp maps.

VI. EXPERIMENTS AND RESULTS

The experiments address the following three questions:
� Can Def-GG-CNN synthesize high-quality grasps for de-

formable objects and would they succeed in simulation?
� Is Def-GG-CNN robust against errors in stiffness input?
� Can Def-GG-CNN, trained purely on synthetic data, gen-

erate successful grasps in the real world?
� How does the stiffness information affect the grasp config-

uration?

A. Grasping in Simulation

We investigated the quality of synthesized grasps in the Isaac
Gym simulation using the mentioned DefGraspSim framework
on two sets of objects: 7 common objects shown in Fig. 5, and 28
adversarial objects from the recent EGAD! test dataset [40]. For
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TABLE I
AVERAGE GRASP SUCCESS RATE (%) ON DIFFERENT STIFFNESSES FOR TWO DIFFERENT TASKS. THE HIGHER THE BETTER.

each object and stiffness, we evaluated the five grasps with the
highest quality on a shake task and twist task. While the shake
task measures how easily an object slips out of the gripper under
linear accelerations, the twist task measures that under angular
accelerations. A grasp is successful if the object is in the gripper
during the whole procedure, the grasp can withstand the linear
acceleration limit of 25 m/s2, and the angular acceleration limit
of 500 rad/s2. By doing this, we can quantify how the generated
grasps behave under different disturbances.

To demonstrate the importance and the effect of stiffness in-
put, we compared the stiffness-aware grasps against a GG-CNN2
baseline that only used depth images as input and no stiffness
information. The baseline was also optimized on our synthetic
dataset, but instead of having a varying Young’s modulus we
only used labeled grasps in the case of Young’s modulus of
2 · 109 as ground truths. In total, we evaluated 1400 grasps per
method.

Table I shows the simulation result on both test sets. We can
see that the proposed approach that takes stiffness input into
account achieves a higher grasp success rate across all object sets
and disturbances. Interestingly, the network generated grasps
that performed well on the twist task task despite being only
trained on the quality metric from the shake task. The reason why
the network was only trained on the quality metric of the shake
task other than both shake task and twist task stems from the fact
that the computation cost during data generation is extremely
expensive.

Focusing on the shake task results, the average grasp success
rate using our approach over all stiffnesses compared to the
baseline is 35% higher on the Common objects and 11% higher
on EGAD! objects. Moreover, the performance of the baseline
approach deteriorates significantly when moving from a high to
a low value of Young’s modulus. For instance, on the Common
test set, the relative performance drop for the baseline approach
when changing the Young’s modulus from 2 · 106 to 2 · 105 is
10%, and from 2 · 106 to 2 · 104 the drop is 26%. This decline
is much higher compared to the 0% and 13% drop using our
approach. Similar performance differences are also observed for
the EGAD! test set. The primary reason the baseline approach
witnesses a higher performance drop is because it generates
the same grasps for a target object regardless of its stiffness.
Although the generated grasps often picked the objects success-
fully, they usually slip away from the gripper during the shake or
twist task. In contrast, the network that took the stiffness input
into account learned to avoid areas with a high probability of

Fig. 6. Grasp success versus error in stiffness information. Grasp success
deteriorates smoothly when the stiffness information is imprecise.

slippage, resulting in a higher grasp success rate. In addition, it is
noteworthy that there is also some deterioration with the highest
stiffness (2 · 109) for both approaches. The primary reason is that
some objects in both test set have very complex shape which are
extremely hard to grasp when they are rigid. This observation
strengthen the idea of taking advantage of object deformation to
successfully grasp complex-shaped objects.

We also evaluated the models on the multi-material object
7 shown in Fig. 5, where the stiffness of the red part could
differ from the blue part. The result showed that if we assumed
object 7 is entirely rigid, the method could not generate any good
grasps on it. However, if we assumed the red part was softer than
the blue part, we could generate successful grasps that usually
aimed for the softer area of the object. This simple example
demonstrates the benefit of planning stiffness-aware grasps on
irregular-shaped multi-material objects.

B. Sensitivity Analysis

To examine the robustness of the results of our approach in
the presence of uncertainty, we conducted a sensitivity analysis
where we introduce uncertainty to the input stiffness images by
varying the stiffness parameter, i.e., Young’s modulus across an
error range of [−60%, +60%]. We then evaluated the generated
grasps on the Common test set under the shake task.

Fig. 6 shows the result of the sensitivity analysis. We can see
that the grasp success rate decreases consistently with increasing
error, but that small errors in the range of 5–15% have only
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Fig. 7. The 14 individually numbered objects used in the real experiment. The
objects represent a high variation in size, shape, and stiffness.

limited negative effect on the performance. This experiment in-
dicates that our method is robust against some errors in expected
stiffness, which suggests potential for real-world application
even when stiffness is not precisely known.

C. Grasp Transfer to Physical Robot

To investigate how well the synthesized grasps perform in
real world, we evaluated the grasp success rate on a Franka
Emika Panda equipped with a parallel-jaw gripper. This allows
us to study if grasps generated with the approach trained only on
synthetic data transfer to real objects. 14 objects to grasp (Fig. 7)
were chosen as they represent a high variation in size, shape, and
stiffness.

We used an Intel RealSense D435 camera mounted to the
robot’s wrist to capture the RGB-D image. In addition to depth
image, we also need to provide a stiffness image of the object. To
do this, we segmented the object from the scene by subtracting
the background and the table from the image and then assigning
the same stiffness value to each pixel that the object occupied. We
manually set the magnitude of stiffness for each object according
to its perceived stiffness. The best grasp pose is computed using
the proposed method. If there exist multiple best grasps, i.e.,
multiple pixels that have the same value of the maximum quality,
the first occurrence pixel is chosen as the best grasp.

The robot executed the best grasp by moving to a pre-grasp
position approximately 25 mm above the grasp. Then, the robot
moves linearly downwards until reaching the grasp pose or
contact with the table is detected. From there, the robot closes
its gripper, lifts the object, performs a predefined trajectory, and
finally places an object at the goal position. A grasp is successful
if the robot can pick the object and move it without dropping it.
Otherwise, it is unsuccessful.

To single out the effect stiffness input has on grasp per-
formance for each object, we ran the experiments with three
different cases where we: provide the correct objects stiffness,
assume all objects are rigid, assume all objects are soft. Specif-
ically, in the case of providing the correct objects stiffness, we
manually set the magnitude of stiffness for each object according
to its perceived stiffness. In other cases, we assume all objects
are rigid or soft by setting the Young’s modulus of objects to
2 · 109 and 2 · 104, respectively. In addition, we also ran the

experiments with the pre-trained model GG-CNN2 on this test
set. For each object and stiffness, we randomly placed it ten
times and evaluated the best grasp candidate. In total, this setup
amounts to 560 grasps on 14 objects.

The experimental results are presented in Fig. 8. The results
demonstrate that with the correct stiffness information, the grasp
success rate of the proposed approach is 17% higher than if we
either assume all objects are rigid or deformable. Def-GG-CNN
also achieves a 10% higher grasp success rate than the baseline
GG-CNN2. Together, these results indicates that grasps gener-
ated on rigid objects do not necessarily transfer successfully to
deformable objects and vice versa.

For instance, if we assumed the deformable objects, such as
objects 8, 9, 11, and 14, were rigid, many generated grasps
were on specific parts of them, such as the arms or legs of the
toy or wheel of the car. These grasps usually picked the object
successfully but then, due to the deformation, dropped it when
the robot started to accelerate. The same experiment on objects 6,
7 showed that grasps generated on the top or bottom of the object
usually failed due to the elasticity of the object. If we assumed
rigid objects, such as 1, 3, 4, 5, were soft, the network generated
pinch grasps that failed due to collisions with the object. Some
successful grasps are shown in Fig. 9 and some failed grasps are
shown in Fig. 1(b).

An interesting observation was that given the correct stiffness
information, the method generated different grasping strategies
depending on the stiffness of the object, as shown in Fig. 10.
Specifically, in the case of the soft sponge shown in Fig. 10
a, the proposed method predicted that the grasp quality is high
across the whole object due to its deformation that enables pinch
grasps. While in the case of the hard sponge shown in Fig. 10
b, the high-quality grasp tends to be generated at the center of
the object, and the grasp width is as big as the object in order to
successfully cage the object.

D. Discussion

All experimental results show the benefit of generating
stiffness-aware grasps. By comparing the proposed approach
to the case where the stiffness information is ignored, we see
that the proposed approach achieves higher grasp success rates.
The primary reason for the difference in performance is that the
object stiffness facilitates learning where to generate grasps that
minimize the slippage caused by the deformation. If the object’s
stiffness was ignored, the network generated the same grasps
regardless of the object stiffness. Together, these result backs
the claim made in [9] that grasps do not transfer well between
rigid and deformable objects. Therefore, incorporating object
stiffness in robotic grasping pipelines is beneficial when dealing
with a wide range of unknown objects.

It is especially noteworthy that although Def-GG-CNN is
trained purely on synthetic data it generalized well to real world
scenes without any fine-tuning. We hypothesize that this level of
generalization is due to the effect of data augmentation, where
we apply random rotations, zooms and crops of the training
dataset images to achieve camera viewpoint and size invariance.

Another interesting observation is that our approach generated
grasps in different area on the object depending on its stiffness.
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Fig. 8. Grasp success rate per object in three cases produced by our method. The last column shows the average success rate for all cases of our method and
GG-CNN2.

Fig. 9. Some successful grasps on the real robot.

Fig. 10. Stiffness input image, along with grasp quality map and best synthe-
sized grasp candidate indicated by two white fingers. For stiffness input image,
the darker the color the stiffer the object is. For the grasp quality map, red
indicates higher quality, and the green point denotes the best grasp.

This behavior is shown on object 6 in Fig. 10. Specifically, the
sponge with a low Young’s modulus admits pinching behavior
where the grasp press on the object and pinch, while the hard
sponge only admits caging grasps. Our hypotheses regarding
this may result from the fact that for soft objects the system
provide good grasps across the objects to areas on those objects

that were not included in the training data. Similar behaviors
were also reported in [41] where data was collected from 14
robots over the course of two months. However, it is noteworthy
that our approach learned to produce the same behavior on a
completely synthetic dataset with orders of magnitude less data.
Furthermore, our proposed approach provides more meaningful
insights regarding the relationship between object deformation
and grasps.

VII. CONCLUSION AND FUTURE WORK

Grasping deformable objects has not received as much atten-
tion as rigid object grasping due to complexity in the modeling
and simulating the dynamic behavior of such objects. However,
with the rapid development of physics-based simulators that
support soft bodies, it is now possible to reliably simulate
deformable objects. To leverage the capability of such simulators
and to challenge the rigidity assumption that has dominated
robotic grasping, we presented an approach to synthesize grasps
on objects with varying stiffness by a deep neural network
trained on purely synthetic data. The key idea in this work
was to integrate the object stiffness property into the grasp
planning pipeline to study the relationship between the object
deformation and the generated grasps. To train the proposed net-
work, we curated our own training dataset using the Isaac Gym
simulator. We experimentally demonstrated the performance
of the generated grasps in simulation and the real-world on a
wide range of objects with varying sizes, shapes, and stiffness.
The results show a clear improvement in grasp success rate
when taking stiffness property into account. Furthermore, the
proposed approach shows the ability to generate different grasp
strategies depending on object stiffness. The generalizability to
objects with non-uniform stiffness remains open although the
method should be able to account for all variability captured in
the training data.

The idea of exploiting deformations for grasping opens many
interesting avenues. One of the limitation of our proposed
method is that it employs FEM simulations for which the
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computational cost makes our grasp evaluation procedure a
central bottleneck. Investigating the possibility to devise an-
alytical quality measures that would exploit the deformations
is an important future work to tackle the mentioned problem.
Another interesting future work would be to include more critical
grasp parameters for deformable objects, which are currently not
considered in this letter, such as grasp height, or closing width/
closing force into the proposed method or to expand the proposed
method to incorporate more generic 6 DOF grasps.

ACKNOWLEDGMENT

The authors would like to thank NVIDIA Corporation with
the donation of the Titan Xp GPU used for this research.

REFERENCES

[1] T. Nguyen Le, J. Lundell, F. J. Abu-Dakka, and V. Kyrki, “Towards synthe-
sizing grasps for 3-D deformable objects with physics-based simulation,”
in Proc. DO-Sim Workshop Robot.: Sci. Syst., 2021.

[2] T. Nguyen Le, F. Verdoja, F. J. Abu-Dakka, and V. Kyrki, “Probabilistic
surface friction estimation based on visual and haptic measurements,”
IEEE Robot. Automat. Lett., vol. 6, no. 2, pp. 2838–2845, Apr. 2021.

[3] N. Alt, J. Xu, and S. Eckehard, “Grasp planning for thin-walled deformable
objects,” in Proc. Robot. Hands, Grasping, Manipulation (ICRA Work-
shop), 2015.

[4] J. Xu, M. Danielczuk, J. Ichnowski, J. Mahler, E. Steinbach, and
K. Goldberg, “Minimal work: A grasp quality metric for deformable
hollow objects,” in Proc. IEEE Int. Conf. Robot. Automat., 2020, pp. 1546–
1552.

[5] Z. Pan, X. Gao, and D. Manocha, “Grasping fragile objects using a stress-
minimization metric,” in Proc. IEEE Int. Conf. Robot. Automat., 2020,
pp. 517–523.

[6] A. Delgado, C. A. Jara, D. Mira, and F. Torres, “Tactile-based grasping
strategy for deformable objects’ manipulation and deformability estima-
tion,” in Proc. 12th Int. Conf. Inform. Control Automat. Robot., vol. 02,
2015, pp. 369–374.

[7] T. Nguyen Le, J. Lundell, and V. Kyrki, “Safe grasping with a force
controlled soft robotic hand,” in Proc. IEEE Int. Conf Syst., Man, Cybern.,
2020, pp. 342–349.

[8] H. Lin, F. Guo, F. Wang, and Y.-B. Jia, “Picking up soft 3-D objects with
two fingers,” in Proc. IEEE Int. Conf. Robot. Automat., 2014, pp. 3656–
3661.

[9] “Picking up a soft 3-D object by ‘feeling’ the grip,” Int. J. Robot. Res.,
vol. 34, no. 11, pp. 1361–1384, 2015.

[10] D. Tanaka, S. Arnold, and K. Yamazaki, “EMD Net: An encode-
manipulate-decode network for cloth manipulation,” IEEE Robot. Au-
tomat. Lett., vol. 3, no. 3, pp. 1771–1778, Jul. 2018.

[11] B. Jia, Z. Pan, Z. Hu, J. Pan, and D. Manocha, “Cloth manipulation
using random-forest-based imitation learning,” IEEE Robot. Automat.
Lett., vol. 4, no. 2, pp. 2086–2093, Apr. 2019.

[12] R. Jangir, G. Alenyà, and C. Torras, “Dynamic cloth manipulation with
deep reinforcement learning,” in Proc. IEEE Int. Conf. Robot. Automat.,
2020, pp. 4630–4636.

[13] J. Zhu, B. Navarro, R. Passama, P. Fraisse, A. Crosnier, and A. Cherubini,
“Robotic manipulation planning for shaping deformable linear objects
withenvironmental contacts,” IEEE Robot. Automat. Lett., vol. 5, no. 1,
pp. 16–23, Jan. 2020.

[14] M. Yan, Y. Zhu, N. Jin, and J. Bohg, “Self-supervised learning of state esti-
mation for manipulating deformable linear objects,” IEEE Robot. Automat.
Lett., vol. 5, no. 2, pp. 2372–2379, Apr. 2020.

[15] T. Tang, C. Wang, and M. Tomizuka, “A framework for manipulating
deformable linear objects by coherent point drift,” IEEE Robot. Automat.
Lett., vol. 3, no. 4, pp. 3426–3433, Oct. 2018.

[16] Z. Hu, T. Han, P. Sun, J. Pan, and D. Manocha, “3-D deformable object
manipulation using deep neural networks,” IEEE Robot. Automat. Lett.,
vol. 4, no. 4, pp. 4255–4261, Oct. 2019.

[17] I. Huang et al., “DefGraspSim: Simulation-based grasping of 3-D de-
formable objects,” in Proc. Robot.: Sci. Syst. Workshop Deformable Object
Simul., 2021.

[18] H. Wakamatsu, S. Hirai, and K. Iwata, “Static analysis of deformable
object grasping based on bounded force closure,” in Proc. IEEE Int. Conf.
Robot. Automat., 1996, pp. 3324–3329.

[19] K. Gopalakrishnan and K. Goldberg, “D-space and deform closure grasps
of deformable parts,” Int. J. Robot. Res., vol. 24, no. 11, pp. 899–910,
2005.

[20] J. Redmon and A. Angelova, “Real-time grasp detection using convolu-
tional neural networks,” in Proc. IEEE Int. Conf. Robot. Automat., 2015,
pp. 1316–1322.

[21] J. Mahler et al., “Dex-Net 2.0: Deep learning to plan robust grasps with
synthetic point clouds and analytic grasp metrics,” in Proc. Robot.: Sci.
Syst., 2017.

[22] D. Morrison, P. Corke, and J. Leitner, “Closing the loop for robotic
grasping: A real-time, generative grasp synthesis approach,” in Proc.
Robot.: Sci. Syst., 2018.

[23] V. Satish, J. Mahler, and K. Goldberg, “On-policy dataset synthesis for
learning robot grasping policies using fully convolutional deep networks,”
IEEE Robot. Automat. Lett., vol. 4, no. 2, pp. 1357–1364, Apr. 2019.

[24] S. Song, A. Zeng, J. Lee, and T. Funkhouser, “Grasping in the wild: Learn-
ing 6DoF closed-loop grasping from low-cost demonstrations,” IEEE
Robot. Automat. Lett., vol. 5, no. 3, pp. 4978–4985, Jul. 2020.

[25] J. Lundell, F. Verdoja, and V. Kyrki, “Robust grasp planning over uncertain
shape completions,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2019,
pp. 1526–1532.

[26] Q. Lu, M. Van der Merwe, B. Sundaralingam, and T. Hermans, “Multifin-
gered grasp planning via inference in deep neural networks: Outperforming
sampling by learning differentiable models,” IEEE Robot. Automat. Mag.,
vol. 27, no. 2, pp. 55–65, Jun. 2020.

[27] A. Mousavian, C. Eppner, and D. Fox, “6-DoF GraspNet: Variational grasp
generation for object manipulation,” in Proc. Int. Conf. Comput. Vis., 2019,
pp. 2901–2910.

[28] A. Zeng et al., “Robotic pick-and-place of novel objects in clutter with
multi-affordance grasping and cross-domain image matching,” Int. J.
Robot. Res., Aug. 2019, doi: 10.1177/0278364919868017.

[29] E. Johns, S. Leutenegger, and A. J. Davison, “Deep learning a grasp
function for grasping under gripper pose uncertainty,” in Proc. IEEE/RSJ
Int. Conf. Intell. Robots Syst., 2016, pp. 4461–4468.

[30] D. Morrison, P. Corke, and J. Leitner, “Learning robust, real-time, reactive
robotic grasping,” Int. J. Robot. Res., vol. 39, no. 2-3, pp. 183–201, 2020.

[31] H. Yin, A. Varava, and D. Kragic, “Modeling, learning, perception, and
control methods for deformable object manipulation,” Sci. Robot., vol. 6,
no. 54, 2021.

[32] E. Heiden, M. Macklin, Y. S. Narang, D. Fox, A. Garg, and F. Ramos,
“DiSECt: A differentiable simulation engine for autonomous robotic cut-
ting,” in Proc. Robot.: Sci. Syst., 2021.

[33] I. Leizea, A. Mendizabal, H. Alvarez, I. Aguinaga, D. Borro, and
E. Sanchez, “Real-time visual tracking of deformable objects in robot-
assisted surgery,” IEEE Comput. Graph. Appl., vol. 37, no. 1, pp. 56–68,
Jan./Feb. 2017.

[34] E. Coumans and Y. Bai, “Pybullet, A python module for physics simu-
lation for games, robotics and machine learning,” 2016–2021. [Online].
Available: http://pybullet.org

[35] F. Faure et al., “SOFA: A multi-model framework for interactive phys-
ical simulation,” in Soft Tissue Biomech. Modelling for Comp. Assisted
Surgery. Berlin, Heidelberg, Germany: Springer, 2012 pp. 283–321.

[36] J. Liang, V. Makoviychuk, A. Handa, N. Chentanez, M. Macklin, and
D. Fox, “GPU-accelerated robotic simulation for distributed reinforcement
learning,” in Proc. Conf. Robot Learn., 2018, pp. 270–282.

[37] Y. Hu, T. Schneider, B. Wang, D. Zorin, and D. Panozzo, “Fast tetrahedral
meshing in the wild,” ACM Trans. Graph., vol. 39, no. 4, Jul. 2020,
Art. no. 117.

[38] C. Ferrari and J. Canny, “Planning optimal grasps,” in Proc. IEEE Int.
Conf. Robot. Automat., vol. 3, 1992, pp. 2290–2295.

[39] B. Calli, A. Walsman, A. Singh, S. Srinivasa, P. Abbeel, and A. M. Dollar,
“Benchmarking in manipulation research: Using the yale-CMU-berkeley
object and model set,” IEEE Robot. Automat. Mag., vol. 22, no. 3,
pp. 36–52, Sep. 2015.

[40] D. Morrison, P. Corke, and J. Leitner, “Egad! an evolved grasping analysis
dataset for diversity and reproducibility in robotic manipulation,” IEEE
Robot. Automat. Lett., vol. 5, no. 3, pp. 4368–4375, Jul. 2020.

[41] S. Levine, P. Pastor, A. Krizhevsky, J. Ibarz, and D. Quillen, “Learning
hand-eye coordination for robotic grasping with deep learning and large-
scale data collection,” Int. J. Robot. Res., vol. 37, no. 4-5, pp. 421–436,
2018.

https://dx.doi.org/10.1177/0278364919868017
http://pybullet.org


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


