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Abstract—This paper tackles the problem of robots collabora-
tively towing a load with cables to a specified goal location while
avoiding collisions in real time. The introduction of cables (as
opposed to rigid links) enables the robotic team to travel through
narrow spaces by changing its intrinsic dimensions through
slack/taut switches of the cable. However, this is a challenging
problem because of the hybrid mode switches and the dynamical
coupling among multiple robots and the load. Previous attempts
at addressing such a problem were performed offline and do not
consider avoiding obstacles online. In this paper, we introduce
a cascaded planning scheme with a parallelized centralized
trajectory optimization that deals with hybrid mode switches. We
additionally develop a set of decentralized planners per robot,
which enables our approach to solve the problem of collaborative
load manipulation online. We develop and demonstrate one of
the first collaborative autonomy framework that is able to move
a cable-towed load, which is too heavy to move by a single robot,
through narrow spaces with real-time feedback and reactive
planning in experiments.

I. INTRODUCTION

Quadrupedal robots have demonstrated agile maneuverabil-
ity through their versatile locomotion skills. The quadrupedal
robot community is active with the recent exciting progress in
hardware design, control, and planning [[1]]-[4]]. However, most
of the existing research on quadrupeds focuses on a single
robot, with just a few approaches that study collaboration
between multiple quadrupeds. Collaboration between multiple
quadrupedal robots can be useful in cases where large number
of small general purpose quadrupeds are available, rather than
larger special purpose robots. The robots can team together to
achieve collaborative tasks that can not be achieved by indi-
vidual robots. This could be useful in last mile delivery, rapid
disaster response, or even extraterrestrial operations. There
is a large body of literature tackling multi-agent autonomy
with policy interaction where the behavior of one agent will
not physically affect the dynamics of the others [5]. The
physical interaction among multiple agents, however, would
be advantageous since robots can physically contribute jointly
to one task, such as moving a load. Moreover, the introduction
of a cable instead of a rigid link allows the system to travel
through narrow spaces by letting the cable switch between
slack and taut modes [6]]. However, control and planning
problems on the collaboration tasks with such hybrid physical
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Fig. 1: A superimposed image of snapshots of a cable-towed load
that is manipulated by a team of three quadrupedal robots traveling
in a cluttered environment. Lighter snapshots are earlier in time.
The proposed real-time autonomy framework enables a collaborative
manipulation task with multiple quadrupedal robots to navigate
around the obstacles through hybrid mode switches depending on
the cables being taut or slack.

interaction among multiple robots are very challenging. This
is due to the hybrid mode switches arising from physical
interactions and the coupled multi-agent dynamics that need
to be considered. In this paper, we seek to learn the viability
of using multiple quadrupedal robots to collaborate and pull
a load via cables to travel through cluttered environments in
real-time, as demonstrated in Fig. [T]

A. Related Work

1) Collaborative Tasks with Hybrid Physical Interaction:
Interactive tasks between robots have been popular in recent
years. These works usually involve the study of decision
making for control and planning among multiple players
(often called agents) [7], [8]. One scenario of the multi-agent
task is collaborative interaction. Physical interactions among
agents could be useful in some scenarios where each agent
can contribute jointly for a single task. In these problems,
the interactive forces among these agents are important but
typically hard to model. Physical interactions among agents
can be classified into three types: rigid, soft and hybrid
interactions. They are applied to manipulation tasks for robotic
arms [9], [[10]], aerial robots [[11]], [[12]] and mobile robots [13]],
[14]]. Rigid interactions can be found commonly in robotic arm
manipulation [9]], [[10], [15]] or through rigid linkages [14],
[16], [17], which makes maneuverability in narrow spaces
challenging. Soft interactions on the other hand introduce
agility for manipulation tasks with a soft gripper [18|] or
deformable objects [[19], but the system dynamics are complex.
Finally, hybrid physical interactions are usually achieved with
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Fig. 2: The proposed collaboration autonomy of multiple quadrupedal robots using cables to move a load through cluttered environments.
After a global goal for the load is specified, an A* based global planner firstly finds a collision-free path from the current position of the load.
It is followed by a centralized planner that solves for multiple trajectories in parallel, each with different hybrid modes, to obtain a hybrid
trajectory for the entire robot team and the load. Later, each robot runs an optimization-based planner to follow the planned trajectory in a
decentralized manner, and has a locomotion controller that tracks the velocity commands from the decentralized planner and maintains gait
stability. Moreover, each robot leverages a 2D LiDAR to perceive the environment and detect obstacles. A single robot carries an RGB-Depth

camera on its back to keep track of the pose of the towed-load.

a cable-towed mechanism for moving a load [12], [20], [21]],
which can fully exploit the capabilities of all collabora-
tive agents. This cable-towed mechanism provides geometry-
constrained hybrid interactions as the distance between two
attached objects is always equal to or smaller than the cable
length. However, control and planning become much more
challenging due to highly nonlinear dynamics. Furthermore,
hybrid modes need to be considered when the cables switch
between taut and slack. Due to these challenges, existing work
generally focuses on non-slack cable manipulation tasks [[12],
[21]. Notice that manipulation mechanisms using variable-
length cables are also applicable [22], [23]] in a narrow space,
but it would introduce additional degrees-of-freedoms (DoFs)
making the control problem more difficult.

2) Control & Planning for Hybrid Manipulation: Recently,
hybrid manipulation for a cable-suspended system has been
analyzed theoretically and experimentally. The control prob-
lems of hybrid manipulation have been analyzed through
different aspects, such as control equilibrium [13]], [24]], flat-
ness [25[], [26] and controllability [27]]. The adaptive control
problem for cable-based manipulation tasks with a single
quadrupedal robot has also been discussed in [28]. In the
path planning problem for hybrid manipulation, mixed-integer
optimization [29] or general nonlinear programming with
force-based complementarity constraints [30] can be applied
but these approaches suffer from nonlinear hybrid dynamics
and can only be solved offline. Recently, authors in [|6] applied
a mixed-integer programming in the local planner which is
deployed in real-time with a single robot manipulation task
via a cable. However, all of the previous approaches for
solving optimization problems for hybrid mode switching
cannot be applied directly to multiple robots for collaborative
tasks due to the complexity of a multi-agent system even
with simplified dynamics. Our proposed autonomy framework
solves the collaborative hybrid manipulation problem in real-
time through cascaded planners, i.e., a parallelized centralized
planner followed by a set of decentralized planners.

B. Contributions

The main contribution of this paper is the development
of a real-time collaborative autonomy to manipulate a cable-

towed load. This autonomy utilizes multiple robots and hybrid
physical interaction to manipulate and navigate a cable-towed
load through cluttered spaces. This is a challenging problem
due to the high-dimensional nonlinear dynamics of each robot
along with the multiple hybrid modes introduced by the
cables. In order to address this, we introduce a paralleliza-
tion framework for optimization to deal with hybrid mode
switches, which makes solving trajectory optimization for
multiple robots with hybrid dynamics computationally feasible
online. With current computational hardware, our approach
can scale up to 6 robots for online operations and for larger
number of robots for offline computation. Such a parallelized
optimization solves for different trajectories with different
hybrid modes simultaneously, and an optimal trajectory is then
selected for the centralized plan for the robot team and the
load. Our proposed cascaded planning framework leverages
global planning, centralized planning, decentralized planning
and real-time sensor feedback. We demonstrate this working
experimentally on multiple quadrupedal robots that collaborate
together to manipulate a cable-towed load, which is so heavy
that a single robot cannot move it, with hybrid mode switches
in order to navigate the load to the desired location while
avoiding obstacles in real-time. This paper serves as a step
forward towards reliable collaborative autonomy using robot
teams to manipulate and transport cable-towed heavy load in
real life.

II. OVERVIEW OF COLLABORATIVE AUTONOMY

In this section, we present an overview of the entire frame-
work shown in Fig. 2] that leverages multiple quadrupedal
robots to use cables to move a load to a goal location
while collaborating with each other and avoiding obstacles.
Besides the controller for each quadruped, the collaboration
autonomy for the load carrying task comprises of two main
parts: planning and perception for both robots and the load.

A collision-free path to the given goal location for the cable-
towed load is first generated by a global planner based on A*
search as introduced in Sec. [V] Later, a local goal position for
the towed-load is located on the global path which updates
during each replanning of the centralized trajectory planner.
As will be discussed in Sec. the centralized planner



computes the trajectories for the robots and the load while
considering the dynamics of the entire system to avoid obsta-
cles en-route to the given goal position. Moreover, the hybrid
mode switching of the cables during the load manipulation is
also determined by this planner. The cable of each robot in the
team can be either slack or taut, and the optimization involving
such hybrid modes and coupled dynamics is computationally
challenging to solve online due to the increasing number of
robots. Therefore, in this autonomy, we leverage a parallelized
trajectory optimization, i.e., synchronously running multiple
optimizations with different combinations of hybrid modes of
the cables, and thereby achieve a replanning rate of 0.5 Hz.
Details will be discussed in Sec. [V-Bl For each robot in the
team, a decentralized planner is developed in Sec. to
track the desired trajectory generated from the centralized
planner while avoiding collisions with the obstacles, other
robots, and the load. This decentralized planner updates at
20 Hz and outputs the robot’s desired sagittal and lateral
walking speeds with turning yaw rate for the locomotion
controller to generate motor torques.

For perception, each of the robot in the team is equipped
with a 2D LiDAR. One robot also has a tracking camera on its
front and carries a RGB-Depth camera attached to a 2 Degree-
of-Freedom (DoF) gimbal on its back to detect and follow
the load. Each robot is able to estimate its own odometry at
20 Hz. Additionally, the 2D LiDAR is also leveraged to detect
the surrounding obstacles at 5 Hz. Such system integration is
introduced in Sec. [Vl

In this way, with real-time feedback, the collaboration
autonomy is able to achieve the task of towing a load to global
goal while traveling through cluttered spaces by reactively
avoiding obstacles with hybrid mode switching of cables. The
proposed framework is scalable to more general mobile robot
teams where each robot can move omni-directionally, but we
focus on quadrupeds that are challenging but more agile.

III. DYNAMIC MODEL OF COLLABORATIVE QUADRUPEDS
WITH CABLE-TOWED LOAD

In this section, we will first develop the dynamic model of
the multiple quadrupedal robots with a cable-towed load. This
model will be used by the centralized planner.

A. Configuration of the Collaborative Team with Load

As illustrated in Fig [3] the system consists of a load and
n robots connected to the load via n cables of length [j.
The system can be simplified and modeled by regarding the
load as a rigid body, and robots as point-masses respectively.
Specifically, the system has the following configuration space:

q:=[a,01,l1...00,1,]" e R 1)

X = [qT’ qT}T c R6+4n (2)

Xp; = [x’fwyTivquivi'Tivy'Tiad)Ti}T € RG; Vi=1,...,n 3)
where q; = [z, y1,0;]7 € SE(2) which represents the load
configuration in the world frame, x represents the system
state, and x,, denotes as the i-th robot state. Moreover,
r; = [z, g7 € R? is denoted as the position vector

of the load. The i¢-th cable is connected between the -
th attachment point on the load surface and the ¢-th robot.
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Fig. 3: Configuration for multiple robots with a cable-towed load.
The load is modeled as a rigid body. Each robot, simplified as a
point mass, tows the load with a cable attached to a surface of the
load. The cable is taut when the robot-load separation [ is equal to
cable length [y while being slack when the separation is less than y.

According to Fig. [3| the vector r,, goes from the load center
to the attachment point of the i-th cable. The robot position,
as a point mass, can represented by its associated cable
orientation 6; and distance [; with respect to the attached
surface of the load. Furthermore, we introduce an unit vector
e,, = [cos(0;+6;),sin(6,+6,;)]T € S* to denote the direction
from the load surface to the robot. In this way, the ¢-th robot
position vector r,, = [x,,,y,,|T in the world frame can be
defined through forward kinematics.

Additionally, we make two assumptions in the system model
to simplify the problem. First, the cables are massless and
can not be stretched. Second, each cable is attached at the
geometric center of the corresponding robot base. Therefore,
l; <lp,Vi=1...nisaconstraint for a valid configuration. As
shown in Fig. [3] when [; < [, the i-th cable is in slack mode,
otherwise, the cable is taut. Moreover, we further assume that
the mass of the load is uniformly distributed, i.e., the load’s
Center-of-Mass (CoM) is its geometric center. The robot shape
will be considered by the decentralized planners.

B. Hybrid Dynamics Model

We next define the tension of the ¢-th cable as T; € R and
T; > 0, and a vector t = [T}, Ty, ...,T,]T for tensions on
n cables. Therefore, the system dynamics x = f(x,u,t) that
consists of n robot and a cable-towed load can be written as

n .
. r
mui =Y Tier, — fiantug i “)
i=1 [[£:]]2
LO = ra, x Tier, — formugsgn(6y) (5)
1=1
Wz I‘,L = u; — Tie7'i7 (6)

where my, I; are the mass and inertia of the load, ptan, fitor
are the tangential and torsional friction coefficients of the
contact between the load and ground, respectively. Moreover,
my, is the mass of the i-th robot while u; is the virtual input
contributing to the robot acceleration.

The system with cables is hybrid by its nature. The tension
in a cable exists when the cable is taut, i.e. [; = [5. On the
contrary, if the cable is slack, ie., I; < [y, the tension in the
cable will be zero T; = 0. The relationship between cable
tensions 7; and distances [; between robot and the load can
be characterized by a complementarity constraint:

Ti(lo - lz) = 0, and Ti 2 0, l() - li 2 O, (7)
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Fig. 4: Illustration for trajectory optimization of the centralized
planner. Once the local goal is obtained from the global path,
marked as purple, the centralized planner will generate collision-
free trajectories for the robots and the load. The obstacle avoidance
problem can be considered as avoiding collision between the convex
polygon of the obstacle and the union of the convex polygon that
covers the robot team and load convex polygon.

which ensures the cable tension and the change of cable length
cannot be non-zero at the same time. In this way, the hybrid
dynamics model of the system with multiple robots and a
cable-towed load can be explicitly obtained. This model is then
used in the optimization-based planners in the next section.

IV. OPTIMIZATION-BASED TRAJECTORY PLANNERS

Using the model developed in the previous section, we now
develop an optimization-based centralized trajectory generator
that considers the above system dynamics with hybrid mode
switches to plan for trajectories for robots and the towed load.
In order to solve the optimization online, we further introduce
a method to parallelize the optimization for hybrid dynamics.
This parallelized centralized planner serves as the first layer
of planning algorithm. We also introduce the decentralized
reactive planner in this section.

A. Convex Representation for the System and Obstacles

In order to tackle the optimization-based collision avoid-
ance problem, we utilize convex polygons to represent the
obstacles and the collaborative autonomy that includes the
robot team and the cable-towed load. We consider collision
avoidance as a non-intersection with a minimum distance

between two convex polygons [31].

For the collaborative autonomy that has three robots in the
team with a cable-towed rectangular load, we choose two
convex polygons to cover the system. One is the triangle
formed by connecting the robot team, [E,;, and the other is
the rectangle that is the shape of the load, denoted by E;. An
example of those two convex polygons is illustrated in Fig.
In this way, the system in any configuration can be represented
by the union of the convex robot team polygon and convex
load polygon, which can be written as E(x) = E,+(x) UE;(x),

E(x)={y € R* | Gre(x)y<gre(x) or Gi(x)y<g(x)}, (8)

where G, € R"*X2 g, € Rl G € R™*? and
g1 € Rm*1 with n,; being the number of edges in the robot
team polygon, and n; being the number of edges in the load
polygon. In this paper, n,, = 3 and n; = 4. Similarly, the
m-th obstacle can be represented by a compact convex set
0m = {y e R? | AMy < (™)}, as shown in Fig.

Algorithm 1 Parallelized Centralized Trajectory Optimization

Input: Current system state Xini;, target state Xgoa, obstacles O
Output: Optimized state trajectory I'* = {x;}, k=1,2,...,N
1: for 6 € {0,1}", in parallel, do
2:  T'(6) = {x} + solution of:

ming u,e J(X, U, t, Xinit, Xgoal) (9a)

S.t. Xi € Xodm (9b)

up € ua,dm (9(:)

Xi+1 = Xg + (fre + frp1)At/2 (9d)
Vi=1...n

if (i) =0, Tip =0, (lo—lix) >0 (9€.0)

it 6(i) =1, Tip, >0, (lo—lix) =0 (9e.1)

dist(E(xx),0) > d 9f)

3: end for
4: T = mins C(I'())
5: return I'*

Remark 1. The robot team polygon cannot be guaranteed to
be convex when it consists of more than three agents. In this
case, we can either introduce a triangulation of this polygon
or impose a convex constraint during trajectory optimization
as shown in [30].

B. Parallelized Optimization for Hybrid Mode Switches

As discussed in Sec. there exists hybrid mode
switching in the cables during the collaborative manipulation
task, which is often described by a complementarity constraint
between the cable length and cable tension via (7). Such con-
straints in trajectory optimization often makes the problem not
scalable and hard to be solved online, especially as the number
of robots increases. Therefore, inspired by [32], we introduce
a parallelized optimization scheme where we simultaneously
run multiple optimizations each with a different combination
of the hybrid modes. The potential hybrid mode combination,
i.e., binary vector € Z", can be selected from {0, 1}" where
0 represents the slack mode, 1 represents the taut mode, and
n is the number of agents. After obtaining the 2" trajectories
solved in parallel, we can select the best among them based
on selected metrics such as the objective value, distance to
obstacles, etc.

Remark 2. Although we fix the hybrid mode during one single
trajectory optimization, the hybrid mode may change between
two adjacent replanned trajectories based on the different
choices of hybrid mode for the optimal trajectory. Therefore,
the system is still able to utilize the hybrid mode switches at
a longer timespan.

Remark 3. For a robot team with n robots, there will be 2"
possible combination of hybrid modes of n cables. In order to
avoid optimizing 2" number of trajectories at the same time,
which is not scalable for a large n (n > 3), we can optimize a
random subset of the entire hybrid mode combinations during
each replanning. In this way, we shuffle the possible hybrid
mode combinations among replans.

C. Farallelized Optimization for Collaborative Autonomy
Having fixed the binary vector § for the slack/taut mode
of each cable, using Algorithm [I| we can solve the trajectory



optimization for the centralized planner to obtain the profile
of the states x, input u and cable tensions t, as defined in
Sec. of the robots and the cable-towed load.

As illustrated in Algorithm [I] given the system initial state
Xinit, target state X0, and obstacles O nearby, and a fixed
hybrid mode 4, the trajectory optimization in (9) can be
solved for a horizon of N indexed by k where each step lasts
At seconds. Xygm, Ugam are state and input admissible sets
defined and explained in Sec T; . and l; . are Tension
T; and cable length [; at prediction step k.

1) Cost Function: The cost function has the form

N-1

2 2 2
==Xt [y 18 =Xl |y + Y (104111
k=1

+ el R+ [[telld, + D (o = Liw)?),

i=1

10)

where Qinit, Qgoals @x, R, Q¢ are positive definite diagonal
weight matrices, respectively, and [[x|[?, = x" Qx.

The objective function is designed to penalize the state x
and the difference between the robot-load separation /; and a
nominal cable length [y. The cable tension t and virtual input
u are also minimized in order to encourage each robot in the
team to contribute to the towing task. Moreover, we encourage
the load to reach the given local target Xoo, at Xy which is
the end of the trajectory. According to Sec. [lI} the target Xgoal
is from the global path and contains the desired pose for the
load. Additionally, we introduce a cost to diminish the gap
between the first node x; to be equal to the current system
state X;ni. Note that we soften the initial condition constraint
by adding it to the cost, so that the planner can still generate
different hybrid mode solutions when the robot current state
disagrees with the hybrid mode to optimize.

2) State and Input Constraint: The states x and inputs u
should stay within the admissible set X4, and UUyqm, via
(9b), (9¢), respectively. These constraints not only impose the
velocity and acceleration limits to the robots and the towed
load, but restrict each robot to move within a nominal region
by introducing the boundaries for the robot-load relative orien-
tation 6 € [—90°,90°] and robot-load separation ! € [l,in, lo]-

3) Dynamics Constraint: To obtain dynamically feasible
trajectories, we impose the system dynamics constraint uti-
lizing trapezodial collocation method via (9d). In (9d), fx
represents the system dynamics f(xg,ug,ts) developed in
Eqns. @@E)(6D, while fri1 is f(Xg+1, Wkt1, trt1)-

4) Cable Tension and Length Constraint: Since the hybrid
mode represented by the binary vector § is fixed instead
of being a decision variable during optimization, there will
be only one constraint selected from (9e.0) and (9e.1) and
imposed for the relationship between cable tension and robot-
load separation. For the i-th robot, if the hybrid mode is
predefined as cable being slack (6(¢) = 0), the corresponding
cable tension T; should be zero and robot-load separation [;
should be less than the cable length. Otherwise, the cable

should be kept in taut mode with 7; > 0 and Iy = [;.

5) Collision Avoidance Constraint: We tackle the
optimization-based collision avoidance problem using the
duality-based formulation developed in [31]]. Specifically, we
model the system as the union of convex regions: the convex

polygon that covers the robot team E,; and the one that
bounds the towed load IE;, and model the m-th obstacle as
a convex compact set (D)(m), as discussed in Sec. The
obstacle avoidance constraint via (9¢) is a disjoint constraint
between each pair of system polygons and all obstacles:

dist(Ere (x),0™) >d < 3\v>0,e>0:
T

—grea(x) v + (—b“’”) A>d—e

Groa(x) v+ AT ) — 0, HA(m)T)\H <1,

an

where )\, v are dual variables, and d is the minimum distance
that we want to separate the polygons, and € is the slack
variable, representing the penetration distance of these two
sets, to make the problem smoother. Therefore, we also need
to add a term Ke? with large positive penalty scalar K in the

cost function (9a).

6) Optimal Trajectory Selection: As illustrated in Algo-
rithm [T} there will be 2" above-mentioned trajectory optimiza-
tion formulated in (9) with different binary vectors running at
the same time, which results in 2" trajectories I'(d). Once all
optimizations are solved, the best trajectory I'* will be selected
by finding the optima based on a metric function C(I'(6))
which can be written as:

C((8)) = |Ix1(8) — Xintl By, + 1% (8) — Xl
where we want to find one trajectory I'* = ming C'(T'(4)) that
is close to current system state while can reach the target state.

T'* will therefore be the generated optimal trajectory from the
centralized planner.

s (12)

D. Decentralized Planner for Each Robot

We now consider the path tracking problem for each robot
in the team after receiving the planned state trajectory from
the centralized planner.

For each robot, a local goal is found on the centralized
trajectory planned for it, and the local goal is updated to be in
a short range ahead of the robot, e.g., 0.3 m ahead of the robot.
For the ¢-th robot, we use trajectory optimization to solve for
a horizon of states x,., defined in (3. In this planner, we want
to minimize the difference between the final node and the
target goal while satisfying input and state constraints, along
with an initial condition constraint for the current system state.
Considering the robot dynamics, we simplify each robot as a
double integrator, whose transfer function can be written as
1/52. The dynamics constraint is imposed by collocation with
the trapezoidal method. In terms of the obstacle avoidance
constraint, we keep using the duality-based format like (TT),
but we consider a finer shape of the robot, i.e., a convex
bounding box. Moreover, the obstacles for the i-th ego robot
not only includes the obstacles in the environment, but also
the load and other robots.

The outputs of this set of decentralized planners are desired
sagittal walking velocity @, lateral waling velocity ¥,,, and
turning yaw rate q'bm, for each robot at current time, and these
planners will be updated at a relative high frequency.

E. Optimization Problem Solving

The above-mentioned optimization is formulated by CasADi
with IPOPT as the solver. The parallelized centralized opti-
mization is deployed on a regular personal laptop with a 8-core
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Fig. 5: Illustration of the environment representation of our system.
Global goal for the load is represented by a green point. The global
path is drawn as a green line. The local load goal (blue point) always
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Each robot’s local goal (blue point) is always kept to be 0.3-meter
ahead of its position (blue box) on its path (blue line). The obstacles
and laser scans are marked as red rectangles and orange dots.

CPU. The decentralized trajectory generation for each robot
can be solved on its own computer.

V. SYSTEM INTEGRATION

As discussed in Sec. [[l] the above-introduced optimization-
based trajectory planners are embedded in an autonomy that
includes a global planner, obstacle detection, state estimator
for the load and the robots. These are discussed in this section.

a) Global Planner: The global planner utilizes A*
search in the three dimensional discretized load configuration
space and only considers to find a path for the cable-towed
load on an occupancy grid map to reach the given location.

b) Obstacle Detection: The obstacles used in the
optimization-based planning are assumed to be convex regions.
Therefore, we group the neighboring 2D laser points into
bounding boxes through Euclidean Distance Clustering. In this
way, the clustered bounding boxes can represent the obstacles
in the environment, as shown in Fig. El

c) Load Detection, Tracking and Following: As shown
in Fig. 5} we put an AprilTag on one surface of the load, and
in this way, the load pose can be represented by the AprilTag
pose. In order to detect the load pose in real-time, we deploy a
two DoF gimbal on the back of one robot, and attach a RGB-
Depth camera on its end effector which enables yaw and pitch
rotations. The tag pose is then obtained by robot vision. The
cable-towed load is later tracked by a Kalman Filter, and the
gimbal follows the estimated tag position to keep it always
inside the camera view.

d) Robot Localization: There are two methods to esti-
mate the odometry for each robot in this work: one is via VIO
by a tracking camera, another one is by 2D laser scan match-
ing with a pre-built occupancy map. Each robot, depending
on the sensor it is equipped with, runs its localization by one
of these methods individually. Please note that if all of the
robots use VIO to localize, the entire collaborative autonomy
will not need a pre-built map for the cascaded planning and
obstacle detection.

e) Locomotion Controller: Each robot is running a model
predictive control based locomotion controller [2]] to generate
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Fig. 6: Average computation time of replanning using the centralized
planner with and without using the proposed parallelization for dif-
ferent robot numbers in the team. Using the proposed paralleization,
the average replanning time is below 3 seconds when n < 6, which
is practical for real-time deployment. In comparison, without the
proposed parallelization for hybrid mode switches, the computation
time is very high and reaches 30 seconds with even 3 robots.

motor torques while maintaining trotting gait stability and
tracking the velocity commands from decentralized planners.

In this way, we have developed all the components in the
collaborative autonomy proposed in Sec. [ which includes a
global planner, parallelized centralized planner for the team,
decentralized planners for each robot, locomotion controllers,
obstacle detection, load and robot localization. Such a system
is validated in the experiments presented in the next section.

VI. SIMULATION AND EXPERIMENTAL VALIDATION

In this section, we first validate the proposed collaborative
autonomy in simulation with different number of robots, then
deploy the proposed framework on a robot team constituted
by three quadrepedal robots in the real world. The simulation
and experimental results are recorded in the vide<ﬂ

A. Simulation Validation

We test the scalability of the proposed parallelized planner
on multiple robots. We show that when the number of robots is
less than six, the proposed parallelized trajectory optimization
scheme is able to be solved within 3 seconds. However, we
still remark that the computational time will grow dramatically
with the number of robots, as shown in Fig. [6] for example
it requires 20 seconds to optimize with 12 robots. Details of
this simulation are discussed in Appendix [A]

B. Experimental Setup

We deploy the proposed collaborative autonomy on three
quadrupedal robots, a Mini Cheetah [1f, and two Als. The
load is a 0.5 x 0.5 x 0.5 m?> box. The entire team, including
robots and the load, has a width of 3 m and length of
1.6 m, when all cables are taut, as demonstrated in the
video attached. Each robot is equipped with a 2D LiDAR
and one onboard computer running the decentralized planner
and obstacle detection. The Mini Cheetah also has a tracking
camera, Intel T265 for VIO, and carries the 2 DoF gimbal
with Intel D435i RGB-Depth camera for load following. The
global planner and parallelized centralized planner runs on a
remote computer.

Uhttps://youtu.be/mBkz_vGOSBs
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Fig. 7: Experimental validation of our system in three scenarios, through a narrow gap, a diagonal gap and a cluttered space with the
snapshots of the experiments according to the internal environment representation in Fig [5] on the left. The right column figures showcase
the recorded plan and actual path of the collaborative team. The centralized planned path for the load is marked as light orange, and the
black path is the actual estimated load path. The estimated robot positions are also recorded as points. The corresponding convex region
E,: for the robot team and convex load region [E; are drawn as blue polygons. The detected obstacles are grey bounding boxes. During
the experiments, the autonomy manifests the ability to avoid collision between the obstacles for both the load and robots themselves while
collaborating to tow the load to the goal. The autonomy is also able to switch the cable between slack and taut to traverse narrow spaces.

For convenience, we name the robots anti-clockwise: the
robot (A1) to the right of the load is Robot 1, the Mini Cheetah
that is in front of the load is Robot 2, the robot (A1) to the left
of the load is Robot 3. The proposed collaborative autonomy is
required to manipulate a load and we uses two kinds of loads
in experiments: a nominal load (1 kg) which a single robot
can barely move, and a heavy load (5 kg, which is half of
each robot’s weight) that a single robot is unable to move. We
validate the proposed method in three different environments:
a cluttered space, a narrow gap formed by two walls, and a
diagonal gap formed by a slanted wall, as shown in Fig. [7]

C. Experimental Validation

1) Navigation and Manipulation through a Narrow Gap:
This scenario entails a row of obstacles with a 2.2 meter
gap, which is narrow compared to the size of the robot team
with all taut cables, in the middle of the map as shown in
Fig. The collaborative autonomy needs to tow the load
through the gap to reach the goal. The load is of 5 kg and
is too heavy to move using a single robot. As recorded in
Fig. [T8] all of the robots engage in taut mode to tow the
load before the doorway in order to distribute cable tension
and for faster movements. The team then begins to rotate,
Robot I decelerates and switches the cable to slack mode to
avoid obstacles. After Robot 1 circumvents the obstacles, the

robots tow the load collaboratively to the goal. This experiment
highlights the necessity of using multiple robots as a team to
move a heavy load by the proposed method. An experiment
with the nominal load is also recorded in Fig. 0]

2) Navigation and Manipulation through a Diagonal Gap:
This scenario consists of a diagonal gap formed by a slanted
wall with an obstacle, as showcased in Fig. The goal
position is behind the slanted wall next to the obstacle, and
the load is of 1 kg (nominal). As presented in Fig. [7d| the
robots first collaborate to pull the load until Robot I reaches
the wall. The entire autonomy then rotates the load and itself
clockwise to avoid collision with the wall. During the rotation,
Robot 1 switches the cable to slack mode to prevent dragging
the load to the wall and bypasses the wall. Afterwards, the
team rotates back and decelerates towards the goal location.

3) Navigation and Manipulation in Cluttered Space: In this
scenario, there are three obstacles distributed in the space, as
presented in Fig. The collaborative team is required to tow
the nominal load through these three obstacles and reach the
goal that is past the last obstacle. After obtaining the goal
location, as shown in the Fig. [Te] Robot 1 first engages the
cable slack mode and moves left in order to avoid the first
obstacle while the other two robots utilize taut cables to pull
the load to minimize effort. Next, Robot 3 slows down and
makes its cable slack in order to avoid the second obstacle,



and Robot 1 starts to catch up with the team. At this moment,
only Robot 2 is contributing to the task. After the team passes
the second obstacle, Robot 2 starts to slow down and makes
its cable slack while the other two robots pull to rotate the
load and move left to reach the goal.

In all of the above-mentioned experiments, using the pro-
posed method, the robotic team demonstrates a considerable
level of autonomy of collaboration to manipulate the load via
cables to the goal. The proposed collaborative autonomy show-
cases the advantages of utilizing multiple robots and hybrid
physical interaction. The robots are able to work together and
contribute to the towing action with all cables taut when in
free space, and cables going slack during re-positioning and re-
orienting to avoid collisions without affecting load movement.
In this way, the robots can traverse through narrow spaces that
are otherwise difficult to pass if the cables are constantly taut.

VII. CONCLUSION AND FUTURE WORK

In this work, we develop a navigation autonomy that com-
bines collaborative manipulation and hybrid physical interac-
tion to move and navigate a cable-towed load in cluttered envi-
ronments with multiple legged robots. The parallelization for
optimization with different hybrid modes and the decentralized
optimization for path tracking of each single robot are applied,
and multiple robots can be used to navigate and manipulate a
cable-towed load through various cluttered environments.

However, the proposed centralized method suffers from the
curse of dimensionality due to the increasing complexity of
the constrained optimization with the growth of the number
of robots. In the future, developing an end-to-end decentralized
planner that runs on-board each agent in such robotic teams
with cable-towed load could be an interesting research direc-
tion to increase the usability and agility of such collaborative
robotic teams with quadrupedal robots.
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APPENDIX
A. Simulation Validation

In order to test the scalability of the proposed parallelized
centralized planner on multiple robots, the proposed collabo-
rative autonomy is tested in a simulation with the robot teams
that have different number (1 to 12) of robots, as shown in
Fig. [8] In this simulation, the system dynamics is calculated
by Eqns. (@),(3),(6). During the simulation, the robot team is
required to move the load to the goal location (green marker in
Fig. [B) while avoiding obstacles. A global collision-free path
to the goal is firstly obtained, and centralized planner replans
online to generate desired trajectory for each robot. We made
an assumption that each robot can perfectly track the given
planned path, which allows us to skip the decentralized planner
and locomotion controller for each quadrupedal robot, and to
make the simulation computationally feasible on a personal
laptop. We further assume the system state is well known.
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Fig. 8: The simulated paths of the robot teams with different number
of robots travelling through a congested space using the proposed
autonomy. The proposed parallelized centralized planner is able to
find collision free path by reactive replanning to enable the robot
teams consisted by different number of robots to move the load to
the given target which is marked as a green box. The obstacles are
marked as grey regions and the positions of robots are marked as
circles with different colors. The recorded history paths of the load
are black lines.

Using the proposed method illustrated in Sec. the
collaborative robot teams with the number of robots varying
from 1 to 12 are all able to tow the load to the given location
while taking advantage of taut/slack switching of cables to
travel through a narrow gap formed by two obstacles, as shown
in Fig. [B] Moreover, the computation time of each replan-
ning against the number of the robots using the parallelized
centralized planner during the travel is recorded in Fig. [
For the robot team that has less than 6 robots, the proposed
parallelized trajectory optimization scheme is able to solve
within 3 seconds on a single personal laptop. This makes the
algorithm practical to deploy on the robot running in real time.
If we do not utilize the proposed method and consider hybrid

mode switches during each replanning, the average replanning
time can be more than 30 second for just three robots in the
same scenario, shown as the orange bars in Fig. @ Therefore,
the proposed method shows a clear advantage in terms of the
computation efficiency. However, with the increasing number
of robots, the computing time grows dramatically and reaches
20 second to finish one replanning for the case with 12 robots.
This is due to the increasing complexity of the constrained
optimization: there are more robot team polygons needed to
be considered for obstacle avoidance and the system dynamics
are in higher dimensions. We remark that planning for large
number (n > 6) of robots is a limitation of the proposed
centralized method due to the increased computation time.

B. Experiment Validation

The experimental validation for navigation task through a
narrow gap with a nominal load (1 kg), shown in Fig. 0]

(a) Experimental run of collaborative navigation and manipulation through a
narrow gap with a nominal load.
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Fig. 9: Experiment validation of the proposed system in the narrow
gap scenario while manipulating a nominal load of 1 kg.
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