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Abstract—The current crisis surrounding the COVID-19 pan-
demic demonstrates the amount of responsibility and the workload
on our healthcare system and, above all, on the medical staff around
the world. In this work, we propose a promising approach to
overcome this problem using robot-assisted telediagnostics, which
allows medical experts to examine patients from distance. The
designed telediagnostic system consists of two robotic arms. Each
robot is located at the doctor and patient sites. Such a system
enables the doctor to have a direct conversation via telepresence and
to examine patients through robot-assisted inspection (guided tac-
tile and audiovisual contact). The proposed bilateral teleoperation

Manuscript received 24 February 2022; accepted 21 June 2022. Date of
publication 18 July 2022; date of current version 2 August 2022. This letter
was recommended for publication by Associate Editor S. Schneider and Editor
A. Peer upon evaluation of the reviewers’ comments. This work was supported
in part by the German Federal Ministry for Education and Research (BMBF)
under Grant 16SV8569 (ProteCT), in part by the Lighthouse Initiative Geri-
atronics by StMWiBayern through Project X, under Grants IUK-1807-0007
and IUK582/001, in part by LongLeif GaPa gGmbH through Project Y, in part
by the Bavarian Institute for Digital Transformation (bidt-Project Responsible
Robotics RR-AI), and in part by the German Research Foundation (DFG) as
part of Germany’s Excellence Strategy -EXC 2050/1 under Grant 390696704
– Cluster of Excellence Centre for Tactile Internet with Human-in-the-Loop
(CeTI) of Technische Universität Dresden. (Corresponding author: Abdeldjallil
Naceri.)

Abdeldjallil Naceri, Jean Elsner, Mario Tröbinger, Lars Johannsmeier,
Florian Voigt, Xiao Chen, and Luis Figueredo are with the Munich Institute
of Robotics and Machine Intelligence, Technical University of Munich,
80992 Munich, Germany (e-mail: djallil.naceri@tum.de; jean.elsner@tum.de;
mario.troebinger@gmail.com; lars.johannsmeier@tum.de; florian.voigt@
tum.de; xiaoyu.chen@tum.de; Figueredo,figueredo@ieee.org).

Hamid Sadeghian is with the Munich Institute of Robotics and Ma-
chine Intelligence, Technical University of Munich, 80992 Munich, Germany,
and also with the University of Isfahan, 8174673441 Isfahan, Iran (e-mail:
hamid.sadeghian@tum.de).

Daniela Macari is with the Franka Emika GmbH, 80797 Munich, Ger-
many, and also with the Max Planck Institute for Intelligent Systems, Max
Planck ETH Center for Learning Systems, 70569 Stuttgart, Germany (e-mail:
daniela.macari@franka.de).

Christoph Jähne is with the Franka Emika GmbH, 80797 Munich, Germany
(e-mail: christoph.jaehne@franka.de).

Maximilian Berlet, Jonas Fuchtmann, Hubertus Feußner, and Dirk Wil-
helm are with the MITI Group, University Hospital Rechts der Isar, Tech.
University Munich, 80992 Munich, Germany (e-mail: maximilian.berlet@
tum.de; jonas.fuchtmann@tum.de; feussner@chir.med.tu-muenchen.de; dirk.
wilhelm@tum.de).

Sami Haddadin is with the Munich Institute of Robotics and Machine Intelli-
gence, Technical University of Munich, 80992 Munich, Germany, and also with
the Centre for Tactile Internet with Human-in-the-Loop (CeTI), 80992 Munich,
Germany (e-mail: haddadin@tum.de).

Digital Object Identifier 10.1109/LRA.2022.3191563

system is redundant in terms of teleoperation control algorithms
and visual feedback. Specifically, we implemented two main con-
trol modes: joint-based and displacement-based teleoperation. The
joint-based mode was implemented due to its high transparency
and ease of mapping between Leader and Follower whereas the
displacement-based is highly flexible in terms of relative pose
mapping and null-space control. Tracking tests between Leader
and Follower were conducted on our system using both wired and
wireless connections. Moreover, our system was tested by seven
medical doctors in two experiments. User studies demonstrated the
system’s usability and it was successfully validated by the medical
experts.

Index Terms—Telemedicine, telediagnostics, medical robots,
tactile robotic, Covid-19.

I. INTRODUCTION

T ELEMEDICINE can be referred to as a modern healthcare
technology that allows patient-doctor interaction without

any physical contact. This technology was initially proposed
as a potential opportunity for people living in rural and remote
areas to have access to safe, high-quality, and essential health-
care services [1]. Recently, telemedicine has received particular
attention, especially due to the COVID-19 pandemic [2]. Several
studies revealed that infections among medical staff urgently
recommend preventive measures to protect them and to contain
the spread of viruses, such as those caused by cross-infection [3].
It was shown that doctors and medical staff represent a consider-
able vector and must be viewed as a relevant risk for the patients.
The frequent interaction and work in high-risk departments,
such as quarantine areas, or initial contact are named among
the greatest risk factors [3].

Apart from the current pandemic, infections and the spread
of multi-resistant germs are problems for which satisfactory
solutions have not yet been provided. Vancomycin-resistant
enterococci (VRE) and multi-resistant gram-negative bacteria
(MRGN) in particular show a problematic increase [4]. Regard-
less of the genesis (corona, multi-resistant germs), the need for
care in medical facilities increases disproportionately in isolated
patients. Most of them are old and chronically ill people who
require special care. The consequences for care and maintenance
are serious, even without an undoubted lack of care. Affected
patients must be isolated on the wards to protect other patients
in order to prevent further spread.

Considering the above factors, the design and development of
teleoperation systems that provide remote healthcare services is
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use and analysis.
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Fig. 1. Illustrative concept of the proposed robot-assisted telediagnostics
system with scientific advances described herein that allows multiple remote
telediagnostic tasks whilst protecting medical doctors and staff from potential
infections and hazards (illustration on the left). Real-world applications are
described in the Section IV and the real setup is shown in Fig. 6(b).

a promising direction to advance the knowledge frontiers and
state-of-the-art in the field.

II. RELATED WORKS

A. Robot Assisted Telemedicine

The proposed approach is based on an assisted teleoperation
system that is integrated into an easy-to-use user interface
(e.g., semi-autonomous teleoperation1/supervised autonomy2)
– following the concept shown in Fig. 1. The basic goal is to
investigate tasks of the functional class that lies between pure
teleoperation (involving the operator) and full autonomy (not
involving the operator). All of these model-based approaches are
based either on predictive simulations of the remote environment
or on an instruction abstraction between the operator and the
robot (e.g., [5] for automated visual input processing). In order
to enable more natural teleoperation in the presence of high
delays, the model-based teleoperation uses environment models
that are generated by a-priori knowledge and updated during
the manipulation. In [6] a network-based controller with visual
feedback was proposed, which sends available sensor data to
distributed computing nodes over a network so that the data
can be calculated in parallel. The amount of transmitted data
(multi-modality) requires new concepts for network use and
methods to control the network traffic through an optimized
teleoperation control (e.g., [7]).

Early approaches for telepresence3 applications focus primar-
ily on the stabilization of the coupled telepresence system and
provide a compromise between stability and precise reflection of
the contact forces on the Follower side. Important fundamental
works on this topic are [8], [9]. In [10] different approaches using
the internet are compared experimentally. Particularly notewor-
thy are the approaches of the wave-scattering transformation [8],
wave prediction with energy control [11], digital data reconstruc-
tion filters [12], wave integrals [13], passivity-based adaptive
control [14] and passivity control in the time domain [15] and
finally virtual energy tanks [16] in tank-based teleoperation.

1Allowing robots to perform duties that are otherwise hazardous to humans,
while still giving the robot operators full control over specific tasks.

2A system which is composed of a heterogeneous leader and follower robots,
where the follower robot is assumed to be a redundant manipulator.

3The telepresence concept can be defined as being present in a remote location
virtually or via robotic avatars.

B. Telemedicine and Telediagnostics Before COVID-19

Telemedicine, as a generic term, describes an area of medicine
in which medical care is not provided directly, but over a more
or less greater distance, [17]. It was particularly important in the
field of teleradiology in sparsely populated regions [18] and in
intensive medical care Telemedicine therefore primarily focused
on the virtual provision of medical competence if this is not avail-
able on-site or it is associated with an unacceptable risk [19]. For
instance, in the area of teleconsultation [20] and telemonitoring
or in the form of telepresence, which enables active interac-
tion with the remote site (for example through telestrators or
telemanipulators) [21], [22]. The field of telediagnosis in the
sense of a direct telecontrolled doctor-patient interaction, on
the other hand, is still relatively unexplored and limited to few
applications. Indeed, most of the scarce applications concerned
extreme situations, for instance, in military settings, monitoring
in extreme environments (e.g., the ascension of Mount Everest)
[23], or for monitoring children patients with cardiogenic shock
using thermodynamic cameras [24].

In a different context, a robotic system for telediagnosis of
breast cancer was first introduced in [25], [26]. Therein, the
system explored a haptic input device with force feedback and
a robotic manipulator on the remote site to examine the patient
from distance using the internet.

Another robotic system for telediagnosis is described in [27].
The Akibot mobile robot is used for telepresence applications in
regions with poor coverage of medical facilities. It allows tele-
consultations and has individual integrated diagnostic sensors:
an otoscope for visual inspection of the ear canals, a stethoscope
for auscultation, and an ultrasound probe to represent the sensory
equipment. In Akibot, however, the use of these devices is left to
the patient, which in turn significantly hinders its applicability.

In [28] proposed a system for remote auscultation using a
3-DoF (Degree of Freedom) robotic manipulator which certainly
constraints the doctor in terms of the range of motion and tasks.

C. Telemedicine and Telediagnostics After COVID-19

The health and social-economic crises stemming from the
current COVID-19 pandemic demanded and still demands novel
solutions from all fields [29]. Particularly, the urge for a general
diagnosis of potentially infected patients and environments,
led to the fast development of novel telediagnosis solutions.
Among the most promising results, it is worth mentioning, image
transmission [30], recording vital parameters [2], performing
cardiac and lung ultrasound for a COVID patient [31], ultra-
sound scanning [32], patients digital triage [33], blood draw and
injections [34]. Khan et al. report the use of robotic systems for
ultrasound diagnosis in remote regions in Canada [35]. Overall,
it is clear that telemedicine represents a potential approach for
coping with the current COVID crisis [2]. Nonetheless, all the
aforementioned results are still tailored to very specific applica-
tions. More close to our hardware framework, the promising
ReMeDi system is introduced in [36] – mostly for remote
echocardiography examinations. Despite its relevant applica-
tion, the system is still a prototype with a non-commercialized
robot, which still requires assistant medical personnel with the
patient for initiating the commands of the remote robot [37].
The haptic force-feedback therein is also conveyed only to
the doctor. The system also relies on a 2D-display, neglecting
depth information for the doctor. In this work, we address the
aforementioned open challenges and bring to light the details of



10298 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 7, NO. 4, OCTOBER 2022

Fig. 2. Software and hardware description and control architecture for coupling the “Leader” and the “Follower” in the proposed telemedicine system. (a)
Operator Teleoperation Joystick to move Leader end effector. (b) The doctor’s site consists of a 7-DoF Franka Emika robotic arm Leader, desktop 2D screens,
and one 3D screen. (c) The patient site consists of Follower 7-DoF Franka Emika robotic arm Follower, ceiling camera, and 3D stereo camera for video rendering
and feedback. (d) Follower end effector consists of three different segments to conduct auscultation, palpation, and ultrasound. (e) Bilateral teleoperation interface
concept. (f) Software and controller communication architecture of the telemedicine setup.

the implementation for reproducibility. Further details about the
novelties of our proposed system and approach are described in
the next subsection.

D. Beyond the State of the Art

This work is motivated by the challenges in current
telemedicine and telediagnosis systems and, mostly, by the
pressing context and situation of the health care system due
to the COVID-19 crisis. Particularly, the motivation for de-
veloping our system arose in response to an exceptional—and
urgent—request from the BMBF4 to form an interdisciplinary
consortium consisting of roboticists and medical experts and to
find innovative solutions focused mostly on the protection of the
front workers in the fight against Corona, i.e., medical personnel.
An example is an exposure during routine medical check-ups
due to the necessity of physical examination (e.g., temperature
measurement and blood pressure). In this work, we address
such a challenge from a scientific perspective by providing the
robotics solutions to build a new paradigm of telemedicine based
on remote physical interaction. In this context, our work goes
beyond the presented state-of-the-art. This is achieved using the
following contributions:
� Telediagnostic system that allows a medical doctor to

achieve three different tasks: auscultation, palpation, and
ultrasound.

� Redundant teleoperation system in terms of implemented
control modes (i.e., joint-based and displacement-based
modes) and visual feedback received from the patient site
allowing the doctor to choose in a flexible manner the
teleoperation mode based on their actual tasks.

� Dual haptic teleoperation control mode to allow, in addition
to audio-visual communication, remote bidirectional hap-
tic interaction between the doctor and patient, whenever

it is required during any diagnosis (e.g., limb movements
and physical examination).

� User studies and experimental trials with seven medical
doctors (experts) and patient actors to demonstrate our
system usability and acceptance.

III. METHOD & IMPLEMENTATION

A. Hardware of the Proposed Telediagnostic System

The proposed telemedicine system incorporates the above-
mentioned aspects and integrates them into an (i) modular-
adaptive system, which can be easily and quickly adapted to
new tasks after the implementation of the basic structure. This
basic structure offers the advantage of retrofitting to a (ii) mobile
system, which can be integrated (partially) autonomously into
the clinical process and is ultimately and explicitly designed for
(iii) use in the context of the COVID pandemic and therefore
takes into account hygienic aspects which explicitly reduces the
risk of person-to-person transmissions. Lastly, the system serves
(iv) to protect the people involved in medical care.

Fig. 2 shows our proposed telemedical system in terms of
hardware and software architecture.

1) Doctor Site: Consisting of a 7-DoF Franka Emika robotic
system.5 In addition, a joystick, conceptualized and imple-
mented by Franka Emika5, was mounted at the robot end-
effector to allow for a more intuitive interaction when manip-
ulating the Leader robot arm. The latter allows the medical
doctor to send positions and receive force feedback rendered
at 1 kHz via the Leader robotic arm. Additionally, the doctor’s
site is equipped with audio-visual equipment used for both
communication and audiovisual feedback rendering (i.e., heart
beating and video-feed from the patient site).

4Federal Ministry of Education and Research–https://www.bmbf.de
5[Online]. Available: https://franka.de

https://www.bmbf.de
https://franka.de
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2) Patient Site: Consists of a 7-DoF Franka Emika5 robotic
arm Follower to interact with the patient. Moreover, this site
is equipped with peripheral devices such as 2D camera (Pana-
sonic AW-HN38H, 3D camera (z-mini) and medical measuring
devices that are at disposal of the patient to collect - either
manually or automatically - physiological data during the di-
agnosis process. The latter process is becoming easier due to the
latest boost witnessed in terms of available wireless devices for
remote diagnosis and monitoring due to the current pandemic.
Importantly, a customized end-effector conceptualized and im-
plemented by Franka Emika5 was mounted at the Follower
end-effector to help the medical doctor conduct the auscultation,
palpation, and ultrasound that are required for medical diagnosis.
This was based on the feedback received from medical experts
and collaborators collected during the requirement study on
telemedicine system [38], [39].6

3) Control Loop and Communication: All devices have one
common feature that makes their data (signals) and interfaces
accessible via Ethernet network using the Robot Operating Sys-
tem (ROS). Thus, the ROS middleware is used in the background
as a solution for inter-process communication in the back-end.
For the teleoperation scenario, the Leader and Follower robots
are both controlled together at a rate of 1 kHz. This can be
achieved via the research interface (FCI) provided by Franka
Emika5 which gives the possibility to connect the implemented
controllers to the robots via the Ethernet network. In addition,
both Leader and Follower robots can be controlled from one
central controller thanks to franka_ros.7 Thus, the states of
both robots are updated and the operator’s commands are sent
in real-time.

B. Visualization

Visual feedback is another crucial component of telepresence.
For this purpose, we have integrated a 3D screen display from
Seefront_Technologies (Fig. 2) in the doctor site, additionally to
desktop screens. Moreover, the implemented 3D screen renders
realistic 3D video images without using any special 3D glasses.
This is achieved using embedded cameras that track both eyes’
pupils. It has been shown that 3D stereoscopic displays enhance
the user performance compared to 2D screens [40].

C. Teleoperation Algorithms

Our teleoperation setup consists of two identical 7-DoF
robotic manipulators. Both robots are equipped with torque
sensors and controlled via a torque interface that enables not
only safe compliant physical human-robot interaction but also
allows the evaluation of various dynamic behaviors across a
large workspace. The operator (doctor) uses the “Leader” as
an input device to control the “Follower” robot which inter-
acts with the environment (patient). In addition, the robots are
equipped with customized end-effectors to facilitate these tasks:
the Leader features a joystick-like control handle with several
buttons whereas the Follower is fitted with a multi-instrument
medical end-effector. The dynamics of both systems are given

6The selected telediagnostic tasks were defined based on the results of
preliminary studies with 9 medical doctors and assistant personnel. They were
asked about examination techniques as well as the extent of diagnostic categories
necessary for a proper diagnostic telemedical system.

7[Online]. Available: https://github.com/frankaemika/franka_ros

Fig. 3. Results of tracking performance in joint-based teleoperation mode for
Leader and the Follower in joint-to-joint mirroring. (a) Joint positions. (b) Force
feedback mapping.

by

M(qL)q̈L + c(qL, q̇L) + g(qL) = τ o + τ d,L, (1)

M(qF)q̈F + c(qF, q̇F) + g(qF) = τ e + τ d,F, (2)

where M(q) ∈ R7×7 denotes the inertia matrix and c(q, q̇) ∈
R7 and g(q) ∈ R7 are torques compensating Coriolis and grav-
ity force. τ d, τ o, τ e ∈ R7 are the torques applied by the control,
the operator and the environment respectively. The subscript
L and F refer to the Leader and Follower system. Finally, the
joint position vector and its derivatives in time are defined as
q, q̇, q̈ ∈ R7. The two systems have a local network connection
to a single central control computer. We implemented control
algorithms to evaluate different bidirectional haptic control
schemes regarding their utility performing various diagnostic
procedures, which will be illustrated in the following sections.

1) Joint-Based Mapping: In the joint-space teleoperation
mode, the two robots’ position, velocity and applied torque are
mirrored as closely as possible – also known as joint-to-joint –
as seen in Fig. 3(a). The result is a highly transparent form of
haptic teleoperation, as the systems posses identical kinematic
as well as dynamic properties. To achieve this, the robots’ states
are first synchronized using a motion generator and then are
coupled using teleoperation. The desired joint velocity q̇d,F and
position qd,F of the Follower system are simply computed based
on the state of the Leader as

q̇d,F = q̇L +K q̇(qL −
∫

q̇Ft) (3)

qd,F =

∫
q̇d,Ft, (4)

where the gainK q̇ ∈ R7×7 is introduced to compensate for drift
in position. The control torques are then set such that the Leader
renders the environment torque τ e sensed at the Follower, while
the latter uses a PD controller to track the desired signals,

τ d,L = Kττ e −Dq̇L (5)

τ d,F = Kp(qd,F − qF) +Kd(q̇d,F − q̇F). (6)

The design matrices Kτ ,D ∈ R7×7 are used to scale the ap-
plied torque and dampen the velocity to stabilize the system,
whereas Kp,Kd ∈ R7×7 define the gains of the PD-controller.
The joint-based control scheme uses torques estimates, red via
torque sensors at each joint of the robot, from the Follower as
haptic feedback by applying the 7D torque vector to the Leader

AW-HN38H
z-mini
Seefront_Technologies
https://github.com/frankaemika/franka_ros
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Fig. 4. Results of tracking performance in displacement-based teleoperation mode for Leader and Follower. (a) Cartesian position. (b) orientation. (c) Force
feedback mapping.

as formulated in (5). From the Follower side, the force feedback
is applied using (6) based on the joint states of the Leader as
given by the (3).

2) Displacement-Based Mapping: In the displacement-
based algorithm, the Cartesian motion of the Leader w.r.t the
initial poses is mapped on the Follower robot – as shown in
Fig. 4. This control scheme allows more flexibility and intuitive
control since the two robots do not need to be in the same config-
uration and arbitrary transforms might be applied to the mapping
between the systems. Additionally, it allows the operator to
disengage the teleoperation mode and reposition the Leader in a
more appropriate configuration. This flexibility however comes
with a loss of transparency as the configuration and therefore
dynamic properties of the robots are no longer aligned. The error
between the linear ep and angular eq displacements is computed
as

ep = (pF − p0,F)− (pL − p0,L) (7)

eq = q̂0,L · q̂−1
L · q̂0,F · q̂−1

F , (8)

wherep ∈ R3, q̂ ∈ H denote the Cartesian end-effector position
and orientation in quaternion representation respectively and the
index 0 is introduced to denote the initial value. The error in pose
for the Follower can then be written as

e = (epΦ(eq))
T , (9)

with Φ : H → R3 mapping the quaternion representation of the
orientation to an angle-axis vector. Given the pose error, control
laws rendering the wrench Fe sensed at the Follower on the
Leader and a Cartesian PD-controller to minimize the pose error
are formulated as

τ d,L = JT (qL)KFFe −Dq̇L (10)

τ d,F = JT (qF)(Kxe−Kẋẋ). (11)

Here, J(q) ∈ R6×7 is the Jacobian and Kx,Kẋ ∈ R6×6 are
Cartesian PD gains. The vectors x, ẋ ∈ R6 are the robots’
end-effecor pose and its time derivative. As in (5), the matrices
KF ∈ R6×6 and D ∈ R7×7 are properly chosen to scale the
force and stabilize the system. Finally, the displacement-based
control scheme uses the joints’ torque estimates but projects
them onto a 6D wrench vector in the end-effector frame using
the Jacobian matrix. The wrench is then applied to the Leader
as seen in (10) in the manuscript.

D. Tracking Performance

1) Joint-Based: In this experimental test, we conducted joint
position tracking for all joints between the Leader and the
Follower by moving the Leader in free space and so exciting
all joints movements of both robots. In the second experiment,
we conducted force feedback contact mapping and rendering
by contacting a soft object (i.e., a sponge placed on the patient
bed) using a palpation probe mounted at the end-effector. In
both experiments, the robots are connected to the same Ethernet
switch. The position tracking, as well as force mapping of both
the Leader and the Follower, are illustrated in Fig. 3(a), Fig. 3(b).
The results of this experiment show a delay of 1 ms for joint
position/force tracking.

2) Displacement-Based: In this experiment, the end-effector
position tracking between the Leader and Follower is conducted,
by moving the Leader end-effector in free space. As in the
previous experiment, the performance of force feedback map-
ping is evaluated using the palpation probe in contact with a
soft sponge. The positions tracking and force mapping for both
Leader and Follower are depicted in Fig. 4(a), Fig. 4(b), and
Fig. 4(c). The results revealed 5 ms of delay between the Leader
and the Follower in task space motion and force tracking.

E. Communication Delay Performance Analysis

In order to study the performance of the system under com-
munication delay, the Leader robot is connected to the Follower
via different wireless networks (wifi and mobile LTE or 4G).
This imposes an average RTT latency of around 80 ms and
150 ms for wifi and LTE networks respectively. For the sake of
comparison, the controller of the system is considered as in the
previous experiment. The results are illustrated in Fig. 5(a)–5(d).
Considering our position-force teleoperation scheme, the per-
formance of the system is attenuated dramatically. The stability
of the system is jeopardized, specifically during the interaction
phases, which is felt by extra oscillation on the Follower sides
as illustrated in Fig. 5(d). These performance issues can be
alleviated using a faster network connection (e.g., 5G) or by
implementing time delay compensation controllers to cope with
latencies.

IV. USER EXPERIMENTS

To test and evaluate the performance of the system, two
main experimental studies with medical experts were conducted
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Fig. 5. Results of communication performance between Leader and Follower over wifi and LTE network. (a) Joint positions in wifi configuration. (b) Force
feedback mapping in wifi configuration. (c) Joint positions in LTE configuration. (d) Force feedback mapping in LTE configuration.

Fig. 6. Experimental setups and results. (a) Experimental setup of experiment 1. Yellow dots are stop points required in order to achieve the experimental tasks
between four different locations. (b) Experiment 2 with representative doctor and patient actor. (b1) Doctor manipulating the Leader to achieve auscultation task
viewed through 3D screen (b2) Patient lying in bed while the robot Follower is on mapping the Leader pose and forces. (b3) Palpation. (b4) Ultrasound. (b5)
Ultrasound output images. (c) Completion time of experiment 1. (d) Number of errors committed in experiment 1. (e) Post-experiment 2 questionnaire results for
doctors. (f) Post-experiment 2 questionnaire results for patient actors.

within two different main tasks detailed below. In these two
experimental studies, we used the joint-based algorithm and
wired connection between Leader and Follower (since wired
connection showed better tracking performance as reported pre-
viously).

A. Experiment 1: Familiarization

In this experiment, we asked seven surgeons (age: Mean ±
standard deviation = 31 ± 5 yo) to navigate within a maze-like
structure using the Follower robot controlled via the Leader.
Specifically, they were asked to navigate between four locations
and perform four different tasks (Fig. 6(a)). At the first location
(”i”) they were asked to perform a stethoscope-like task by
making contact at this location, then move to the second lo-
cation (”ii”) and navigate within the maze-like structure toward
the third location. At the latter, they were asked to perform a
palpation task (simulated abdominal area) by applying pressure
to the three different tubes (”iii”). At the last location (”v”),
they were asked to apply pressure as well at a precise location
below the abdomen simulated area visited at location “iii”.

Each time participants touched the maze-like borders via the
Follower end-effector, the electric circuit is closed, thus their
error score was incremented by one. Participants performed the
experiment under two different conditions, namely, different
orientations of the maze-like structure: horizontal (as a patient
lying in bed) and vertical (patient standing in front of the robot)
both facing the main camera viewpoint. By doing so we aim to
investigate doctors’ performance in both configurations in terms
of perceiving depth, especially in the horizontal configuration.
Each participant’s doctor conducted three trials per condition.
Conditions order was randomized across participants to control
for any time effects (like learning, fatigue, de-motivation,...,
etc.). We measured participants’ performance in terms of task
completion time and navigation error. Results of this experiment
revealed that it took participants 153 ± 56 sec (mean ± standard
deviation) to accomplish their 4 different tasks in the horizontal
condition and 150 ± 65 for the vertical configuration (Fig. 6(c)).
In terms of errors, the experimental results revealed that partici-
pants touched the borders of the maze-like structure on average
of 9 ± 3 times and 7 ± 4 times in both horizontal and vertical
conditions respectively (Fig. 6(d)). Finally, likelihood-ratio test
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revealed no significant effect on the condition (vertical vs. hori-
zontal) and its order for both dependent variables (i.e., time and
number of errors; p > 0.05 in all cases).

B. Experiment 2: Full Telediagnostic Examination

In these experiments, participants (7 surgeons) performed
a full telediagnostic examination using the proposed system,
through the order: audio-visual communication, auscultation,
palpation, and finishing with ultrasound checkup. Seven actors
(age: 32 ± 11 yo, students at TUM) were asked to mimic and
play the role of patients with a variety of abdominal symptoms
for 20 cases (e.g. appendicitis or acute cholecystitis). After the
experiment, participating doctors, as well as patients, were asked
to fill in a post-questionnaire evaluating their experience and
acceptance of the telediagnostic system. Specifically, doctors
participants were asked to rate the setup regarding the level of
“safety: did you feel safe when interacting with the system (robot
arm)”, “intuitiveness: is it intuitive to use”, “communication
quality: how was the audio-visual communication”, “Human in
the loop involvement: do you prefer to be controlling the robot or
the robot does it automatically” and “camera point of view: was it
well located to achieve your task?” on a Likert scale from 1–5 (1
being very bad and 5 being very good). Patient actors were asked
to rate the setup regarding the level of “safety”, “intuitiveness”,
“communication quality”, “Usability of such a system”, “Fear of
robot replacing a doctor” and “Necessity of presence of medical
assistant nearby the patient cabin” on a Likert scale from 1–5
(1 being bad and 5 being good). Each experimental session
of telediagnostic examination took between 15–20 min. Each
participant doctor conducted three trials of the telediagnostic
scenario on three different patient actors with different abdomi-
nal symptoms. Results of this experiment revealed that doctors
successfully examined the patients and positively credited the
system. All questionnaires (shown in Fig. 6(e)) variables were
highly rated (between 4 and 5) with the exception of a few out-
liers. Further comments and feedback were also gathered from
the doctor’s participants where some expressed their opinion to
further improve the system (e.g., “Robot arm must be trained
in advance,” “Adding more cameras in the patient site,” With
such a system I can do all the initial examinations that I usually
do manually in my practice) From a patient side, results are
reported in Fig. 6(f). The results highlight a similar acceptance
and positive perception regarding the proposed system. Also,
an interesting outcome is the correct understanding regarding
the system object to support, and not replace, the health care
personnel. These results indicate our system comes close to and
could be comparable to a traditional examination in accordance
with the basal requirements.

V. DISCUSSION

In this work, we presented a telemedicine system to respond
to medical doctor requirements for potential solutions during the
current pandemics and infectious disease situations. Our system
was tested in different network connections: wired, wifi and LTE.
Moreover, our system was tested and experimented with by 7
medical doctors in two different experiments to evaluate their
performance, system usability, and acceptance. Overall, exper-
imental results showed that medical doctors credited our pro-
posed system and it could be comparable to a traditional exami-
nation in accordance with the given telediagnostic requirements.

Our proposed telemedicine system allows for a complete rou-
tine medical check-up: from collecting physiological data (e.g.,
temperature measurement and blood pressure) to ventral and
dorsal auscultation, tapping and abdominal palpation, and ultra-
sound scans. By using our system, medical doctors are enabled to
interact with a patient, located in a different room, using audiovi-
sual devices and a 7-DoF tactile robotic arm to bring the patient
as close as possible to the doctors (as being in the same room)
while protecting them from potential viral infections. For the
haptic feedback rendering part, we developed the control algo-
rithms within framework conditions for bilateral teleoperation.

The proposed system was tested with three different types
of network connections: wired, wifi and LTE. In the wired
configuration, we recorded a slight delay of 1 ms and 5 ms for
joint-based and displacement-based modalities respectively. In
wireless, we recorded higher delay between the systems: 80 ms
and 150 ms for wifi and LTE network, respectively.

Finally, our proposed telemedicine framework can go beyond
medical robotics for contagious diseases where it can be a
potential solution and opportunity for people living in rural and
remote areas to have access to safe, high-quality, and essential
healthcare services. Especially within those areas with a lack of
medical experts and specialists that are usually concentrated in
the metropolitan areas.

VI. CONCLUSION & FUTURE WORK

In this work, we managed to conduct clinical trials with
medical doctors at the hospital. Our experimental tests with the
medical experts showed the usability and intuitiveness of the
proposed telemedicine system use. More clinical trials will be
our focus in near future work, especially, comparing different
experimental variables. Certainly, this will concertize the pro-
posed telemedicine system and will speed up the final approval
for integrating it into hospitals.
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