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GMF: General Multimodal Fusion Framework for
Correspondence Outlier Rejection

Xiaoshui Huang”, Wentao Qu2+, Yifan Zuo?*, Yuming FangQ, Xiaowei Zhao?

Abstract—Rejecting correspondence outliers enables to boost
the correspondence quality, which is a critical step in achieving
high point cloud registration accuracy. The current state-of-
the-art correspondence outlier rejection methods only utilize
the structure features of the correspondences. However, texture
information is critical to reject the correspondence outliers in
our human vision system. In this paper, we propose General
Multimodal Fusion (GMF) to learn to reject the correspondence
outliers by leveraging both the structure and texture information.
Specifically, two cross-attention-based fusion layers are proposed
to fuse the texture information from paired images and structure
information from point correspondences. Moreover, we propose
a convolutional position encoding layer to enhance the difference
between T'okens and enable the encoding feature pay attention to
neighbor information. Our position encoding layer will make the
cross-attention operation integrate both local and global infor-
mation. Experiments on multiple datasets(3DMatch, 3DLoMatch,
KITTI) and recent state-of-the-art models (3DRegNet, DGR,
PointDSC) prove that our GMF achieves wide generalization
ability and consistently improves the point cloud registration
accuracy. Furthermore, several ablation studies demonstrate the
robustness of the proposed GMF on different loss functions,
lighting conditions and noises. The code is available at https:
//github.com/XiaoshuiHuang/GMF.

I. INTRODUCTION

Point cloud registration is the cornerstone technology for
numerous fields such as robotics and VR/AR. The current
correspondence-based registration algorithms [1], [2], [3],
[4] achieve the state-of-the-art registration accuracy in real-
world point cloud datasets. Among the correspondence-based
registration algorithms, accurate correspondences are the key
to the registration accuracy. However, the repeatable and
ambiguous structure patterns in real-world point clouds make
the structure-based correspondences contain large outliers [4].
These outliers will largely decrease the registration accuracy
[1]. This paper proposes a novel correspondence outlier rejec-
tion method to improve the registration accuracy.

Correspondence outliers are the wrong correspondence. Re-
garding the correspondence outlier rejection, there are mainly
two kinds of algorithms: conventional methods [5], [6], [7],
[8], [9], [10], [11] and learning-based methods [!], [2], [3],
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Fig. 1: p! and ¢', p? and ¢? are two inliers based on

structure information. However, p' and ¢! are actually a outlier
(p* should correspond to g},;;.,). The constraint of texture
information can help correct the misclassification of structure
information (The wall background of pt is red, 1,1, however,
the wall background of ¢! is white, I, )

[12], [13], [14]. Conventional methods utilize sample con-
sensus strategy or additional constraints to reject the outliers
(wrong correspondences), such as RANSAC [6] and graph
matching theory [9]. These methods usually contain large
search space to find the inliers. The limitation of traditional
methods usually require large computational cost and the
robustness faces a challenge to guarantee due to its large search
space or approximation strategy. In comparison, learning-
based methods find the initial correspondences first and feed
the correspondences into a neural network for correspondence
feature extraction. By this way, the correspondence outlier re-
jection problem is transformed into an outlier/inlier two-class
classification problem. Typical examples of recent learning-
based algorithms are 3DRegNet [3], DGR [2], PointDSC [1].
However, the existing learning-based methods only utilize the
structure information of correspondences while the structure
only information faces challenges to reject the outliers in
the repeatable and ambiguous structure patterns. Recently,
there are several multi-modal registration methods [14], [15].
However, these methods focus on descriptors or optimization
strategies.

This paper proposes a new general multimodal fusion
(GMF) framework to reject the correspondence outliers by
fusing both the texture and structure information. The principle
is that the correspondence outliers could be further recognized
by comparing their texture information. For example, Figure 1
shows an example of texture information shows the potential
in rejecting the correspondence outlier (p' and ¢') that their
structure information shows they are a correspondence but
not in their texture information. The proposed framework
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aims to explore whether the texture information is useful and
how to use the texture information to reject the incorrect
correspondences if it is useful. Our proposed framework is a
general framework that utilizes the texture information for any
based-learning outlier rejection methods. It is independent of
the overall architecture and loss of the methods applied.

Specifically, our proposed GMF contains two fusion layers
and a local convolution position encoding (LCPE) layer. In-
spired by recent success of Transformer [16], each fusion layer
contains two MLPs layers and a cross-attention operation.
The first fusion layer is utilized to fuse the paired image
information and the second fusion layer aims to fuse image
pair and point correspondence information. Because the cross-
attention operation only integrates the global information, we
propose a LCPE layer that aims to integrate local information
for image pair and point correspondence. The benefits of our
LCPE layer are two points. Firstly, it improves the discrimina-
tiveness of fokens in the fusion layer. Secondly, it makes tokens
pay attention to other neighbor fokens, which compensates for
the cross-attention operation that only focuses on the global
information. In summary, the contributions of this paper are
listed as follows:

o A general multimodal fusion module is proposed to
reject the correspondence outliers by fusing structure and
texture information.

o A convolutional position encoding (LCPE) layer is pro-
posed to integrate local information of neighbor tokens,
which compensates for the cross-attention operation that
only focuses on the global information.

o Comprehensive experiments on multiple datasets and
models demonstrate the state-of-the-art (SOTA) accuracy,
generalization and robustness of our method.

II. RELATED WORK

Because the proposed algorithm aims to reject the cor-
respondence outliers, this section reviews the related works
about correspondence outlier rejection in the point cloud reg-
istration field. We review the related works from two aspects:
conventional methods and learning-based methods.

A. Conventional methods

The conventional methods [6], [5], [€], [7], [9], [17] utilize
optimization strategies to reject the correspondence outliers.
These methods can further divided into two subcategories:
sample consensus and constraint-based algorithms.

Sample consensus methods, such as RANSAC [6], SDR-
SAC [18] and 4PCS [5], pre-define a rule to iteratively find
a best transformation matrix and reject the outliers. The effi-
ciency of these sample consensus methods will decrease dra-
matically when correspondence outlier percentage gets high.
Super4PCS [7] uses a smart index to improve the efficiency
of 4PCS algorithm and solves the point cloud registration
in a linear time. However, the main limitation is that the
sample consensus strategy relies on small subsets of the data
to generate the hypotheses, e.g., the 4PCS considers only 4
congruent sets at a time. This is sub-optimal, as low overlapped

point cloud pairs will contain a large percentage of outliers,
thus making most of the hypotheses useless.

Constraint-based methods use additional constraint to reject
outliers. Typical examples are FGR [8] and TEASER [9].
FGR [8] added line constraint into the objective function
for correspondence outlier rejection and formulated the point
cloud registration problem into an optimization of Geman-
McClure cost function. Despite its efficiency, FGR tends to
fail when the outlier ratio is large but this is widely existed
in low overlapped point clouds. TEASER [9] introduces pair-
to-pair correspondence constraint and uses the graph maximal
cliques theory for outlier rejection. [19] introduces the point
pair constraint into the graph-based objective function and
rejects the outliers by solving the vertex cover problem. GORE
[20] proposes a method to find the maximum consensus set
to reject the outliers. This method is a preprocessing step
to detect the inliers and then passes them to the following
transformation estimation. CSGM [21] uses graph matching
theory to consider the neighbor correspondence consensus to
reject the outliers and solve the point cloud registration.

However, all the above methods rely on the handcraft
structure features and omit the texture information. Their
performance still face a challenge in the repeatable and am-
biguous structure patterns which are widely existed in the real-
world point clouds.

B. Learning-based methods

The learning-based methods utilize a neural network to
extract the feature of a correspondence and classify the corre-
spondence as an outlier or inlier based on this feature. The
current methods are mainly converted the outlier rejection
problem into an outlier/inlier two-class classification problem.

DeepVCP [22] proposes an end-to-end methods by integrat-
ing an outlier rejection module into the framework. 3DRegNet
[3] utilizes fully connected layers and resNet-based neural
network to extract feature for each correspondence, which
is similar to pointNet. Then, the feature fed into a classifi-
cation neural network to justify whether the correspondence
is outlier. A parallel work, DGR [2] integrates the feature
extraction, outlier rejection and transformation modules into
an end-to-end framework. Specifically, DGR utilizes a sparse
tensor convolution neural network to extract features for
correspondences. Then, the features are utilized to regress
inlier weights, e.g., 0.8 means the correspondence is 80%
confidence to be an inlier. These weights are combined with
a weighted SVD to estimate the final transformation matrix.
Following this end-to-end research pipeline, PointDSC [I]
designs a outlier rejection neural network by considering the
spatial consistency constraint. Specifically, a neural network is
utilized to extract line features for neighbor relations among
correspondences. Then, these line features are propagated into
each point correspondence for further inlier weight learning.
These weights are utilized in a weighed SVD to estimate
the transformation matrix. Similarly, [23] first calculated the
average distance coding and average angle coding from a
center point to the neighbor in a sphere cluster. Then, these
codings feed into a MLP layer to extract a deep feature
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Fig. 2: The overall of general multimodal fusion (GMF) framework. The F}, is structure feature for point correspondence that
can be extracted by many recent neural networks (e.g. DGR, PointDSC). F; is the fused texture feature by Fusion-1 layer.
Then, structure feature F}, and texture feature F; go through a local convolutional position encoding layer and then pass to
Fusion-2 layer to get the final correspondence feature. This feature is then utilized to classify as outlier/inlier.

for outlier rejection. By this way, this paper also consider
spatial consistency constraint into the neural network to detect
the outliers. Recently, CofiNet [24] proposed an end-to-end
coarse-to-fine algorithm to detect the inliers and reject the
outliers based on the structure information.

However, all the above learning-based utilize the structure
information only. They face the problem in the low overlapped
point clouds because of the large outliers and ambiguous
structures. This paper aims to solve the limitation of these
problem by proposing a general multimodal fusion module
that integrating texture information into the existing learning-
based methods.

III. THE PROPOSED GENERAL MULTIMODAL FUSION
(GMF)

The proposed general multimodal fusion framework aims
to leverage both texture and structure information to reject
the correspondence outliers. To achieve this goal, we design
three new neural network layers, two fusion layers and local
convolutional position encoding(LCPE) layer. Figure 2 shows
the overall framework. The input of top structure branch is
point correspondences, and the input of bottom image branch
is two images.

The fusion layers utilize the cross-attention mechanism to
fuse the texture-texture (image branch) or texture-structure
information. The LCPE layer utilizes the convolution operation
to make Tokens (pixel/point) pay attention to the local neigh-
boring tokens, which makes the position encoding operation
of our fusion layer contain both global and local Tokens
information.

A. Local Convolutional Position Encoding (LCPE)

Our objective is to integrate the local neighbor Token in-
formation for the attention operation. Therefore, the following

cross-attention operation can extract features with both global
and local information.

Specifically, due to the unordered and unstructured property
of point clouds, we consider each feature channel as a group
and use the 1D group convolution to embed the local neighbor
information on each channel space, which could integrate
local information for the following cross-attention operation.
And it requires less resource consumption than conventional
convolution. Since the original features of paired images and
point correspondences are from different domains, two LCPE
are designed to add the position encoding for these features
respectively.

Fl/ = GC(F1)1 + Fy
FQ/ = GC(F2)2 + b
GC(F) = CATE | (w; - g;) )

)

where F; and F5 represent features of different domains,
respectively, and GC|(+) represents 1D group convolution, and
F| and F} are the output features with position encoding
information. C' is the feature dimension, w; is the convolution
kernel, g; is the feature of each group, and CAT(-) is
concatenating operation. In this paper, F; and F5 represent
the fused texture feature F; and correspondence feature F),,
respectively.

B. Fusion layers

There are two fusion layers, one is to fuse the paired images,
and the other is to fuse the texture and structure information.
The main structure of these two fusion layers is a cross-
attention module. Figure 2 visually shows the main structure.
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The first fusion layer (Fusion-1) aims to integrate texture
information from two images. We notice that the point corre-
spondence feature contains the structure information of both
the source and target point clouds, thus the texture features
should also contain the information of both corresponding
images. The Fusion-1 fuses the texture information of source
image and target image by cross-attention operation to get the
feature with richer texture information.

Specifically, we first select the image paired that are cor-
responding to the source point cloud and target point cloud.
Secondly, the source image I, € R7*W*3 and the target
image I; € RH>*W>3 are fed to the pre-trained ResNet34 to
extract the image features I, € RH/8xW/8xCi and [,, €
RH/8xW/[8xC: Thirdly, I, is considered as K; € RMi*Ct,
V; € RM:xCt and I, is considered as Q; € RMixCi(M; =
H/8 x W/8). Then, K;, V; and Q; are utilized to obtain
the texture feature Fy; € RMi*Ci that combines the texture
information of the source point cloud image and the target
point cloud image,

QKT
VCy

where C represents the intermediate dimension in cross-
attention operation and is equal to %

Finally, F,; is processed by GeLU, and the features are
further enhanced by residual connections to product the feature

F, € RMixCi richer texture information,

Fy = MLP(softmax( ) * V) 3)

The second fusion layer (Fusion-2) aims to fuse the
structure information of point correspondences F}, € RM»*C»
and the above fused texture information of paired images
F; € RMixCi, F, can be a correspondence feature of any
dimension.

Inspired by the recent Transformer [16] in 2D images, we
first use the above LCPE (introduced in Section III-A) to
integrate the local neighbor Tokens information in F; and
F,, respectively. Secondly, we use a layer normalization (LN)
and a MLP to extract K € RMixCi V e RMixCi gpd
Q € RM»xCt  respectively. Mathematically, the calculation
of K, V, @ can be presented as:

K = MLP(LN(LCPE;(F;) + F}))
V = MLP(LN(LCPE,(F,) + F})) ®)
Q = MLP(LN(LCPE,(F,) + F,))

Thirdly, we compute a weight matrix W € RM»*Mi with
a cross-attention operation so ftmax(%). W' represents
the similarity between pixels and point cor;espondences. The
rational is that the W will automatically select the texture to
describe the correspondence. The feature with both texture and
structure are more distinctive to the outliers/inliers classifica-
tion problem.

Fourthly, the texture information I € RM»*C» of point

correspondences can be calculated by multiplying W and V.

I=MLP(W-V) (©6)

Finally, we obtain the fused feature F' € RMpxCp that
integrates both the structure and texture information as:

F = MLP(GeLU(I) - 1) + F, 7

The F' describes the point correspondences and can be utilized
to update the previous structure feature for correspondence
outlier rejection.

C. Loss & Training

Loss. Because our GMF is a flexible framework that can
combine with any correspondence feature extraction network
to improve the previous feature by integrating the texture
information, the loss functions could be exactly the same as
the previous methods. Our GMF can improve the accuracy of
existing methods at their loss functions. This shows that our
GMF has a wide generalization ability without the restriction
of loss functions.

Training. Similar to the generalization ability in loss func-
tions, the training of our GMF depends on the parameter
settings of the applied model itself. Our GMF does not need
to ad-hoc design for the training strategies.

IV. EXPERIMENTS

In this section, comprehensive experiments are performed
to demonstrate the generalization performance and robustness
of our GMF. Firstly, to demonstrate the wide generalization
ability, we integrate our GMF framework with three recent
end-to-end models (3DRegNet [3], DGR [2], PointDSC [1])
and two descriptors(FPFH [25], FCGF [26]), and test them on
both indoor and outdoor datasets (3DMatch [27], 3DLoMatch
[28], Kitti [29]). Secondly, to demonstrate the robustness of
our GMF, following [30], we add even/uneven lighting con-
ditions and random, salt, Gaussian noise on images to verify
the robustness of our GMF. Finally, several ablation studies
are conducted to verify the effectiveness of each module of
our GMF.

A. Experimental settings

DGR [2] & PointDSC[1]. We follow the original training
and evaluate processes of DGR and PointDSC. For the exper-
iments of our method, the GMF module is added to update
the correspondence feature in DGR and pointDSC. Then, the
original correspondence feature is replaced with the updated
feature. All the other settings are the same as the original
algorithms to demonstrate the generalization ability of the
proposed GMF. More details about how to add the GMF are
described in the supplementary material.

3DRegNet [3]. It has been stated in PointDSC that 3DReg-
Net is difficult to converge on 3DMatch, thus we follow
PointDSC to train the 3DRegNet on 3DMatch and 3DLoMatch
datasets. The detail of implementation is described in the
supplementary material.

W/Wo. In the experiment tables, “W” means the original
outlier rejection methods (e.g., PointDSC, 3DRegNet) with our
GMF module (two fusion layers and LCPE layers) and "Wo”
means only the original methods without our GMF module.
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Fig. 3: The visual comparison of generalization performance on 3DMatch.

B. Datasets and metrics

3DMatch [27]. 3DMatch is a widely used indoor point
cloud dataset to evaluate the registration algorithms, which
is captured by the RGBD sensor. The overlap ratios of point
cloud pairs are larger than 30% in this dataset. Following the
experimental setting of PointDSC [1], we train all the models
on the training data and evaluate them on the testing data.

3DLoMatch [28]. 3DLoMatch is a further development of
3DMatch by considering point clouds with an overlap ratio of
10%-30%. Following the Predator [28], we train all the models
on the training data and evaluate them on the testing data.

KITTI [29]. KITTI is a well-known outdoor dataset to
evaluate the point cloud registration algorithms, which is
captured by a 3D LiDAR sensor. Following the PointDSC [1],
we train all the models and compare their accuracy.

Evaluation Metrics. We use five metrics to evaluate our
GMF: (1) Registration Recall(RR), the fraction of point cloud
pairs that satisfy the accuracy threshold. (2) Rotation Er-
ror(RE), the mean rotation angle error. (3) Translation Er-
ror(TE), the mean translation error. (4) Fl-score(F1), F'1 =
%. Fl-score is used to measure the stability be-
tween precision and recall. (5) Inlier Recall(IR), the fraction of
estimated correspondences whose residuals are below a certain
threshold (i.e., 0.1m) under the ground-truth transformation.
The first three metrics aim to evaluate the registration accuracy
and the rest aims to evaluate the outlier rejection ability.

C. Generalization Performance

In this section, we demonstrate the generalization perfor-
mance by combining with three recent state-of-the-art methods
(3DRegNet, DGR, PointDSC) and test them on three datasets
(3DMatch, 3DLoMatch, KITTI).

1) Generalization on 3DMatch: Table I shows the general-
ization performance of with/without our module on 3DMatch.
We can see the registration recall (RR) is consistently im-
proved on 3DMatch about 0.25% ~ 1.98%, which demon-
strates that our module can benefit the indoor point cloud
registration. Figure 3 visually shows the better registration
accuracy. In addition, we find that the proposed module can
consistently improve the inlier recall (IR) by about 0.15% ~
23.14%. These experiments show that fusion of the texture
information can enhance the distinctiveness of the correspon-
dence features and benefit the correspondence outlier rejection

on indoor point clouds. Figure 4 visually shows the better
correspondence outlier rejection performance.

To further demonstrate the registration and correspondence
outlier rejection performance on hand-craft point feature,
following the PointDSC [1], we replace the deep learning
point feature with FPFH [25]. Table II shows that our GMF
framework can consistently improve the registration accuracy
and inlier accuracy.

Method | W/Wo | RR(%) RE(°) TE(cm) FI(%) IR(%

“DReaNet | WO 7141 2.96 8.6 391 29.70

€ w 72.95 1.99 6.26 5299 5284

DGR Wo 85.20 738 17.23 8036  73.58

w 87.18 3.20 12.06 81.06  77.47

Wo 91.30 233 856 1556 8204

DGR(s.g) w 93.28 2.04 7.31 4596  83.01

) Wo 9328 2.10 6.52 8226 8641

PointDSC | 9353 216 6.57 8238  86.56
TABLE 1I: Generalization performance evaluation on

3DMatch.

Method | W/Wo | RR(% RE(°) TE(cm) FI(% IR(%)

ADResNet | WO 30.01 2.07 6.15 2207 2145

g W 32.72 2.13 6.33 23.04 2556

DGR Wo 045 138 52.04 1213 10.80

w 4544  13.63 51.71 37.65  41.56

Wo 69.13 5.90 2183 1735 1242

DGR(s.2) w 77.57 5.44 21.65 67.00  67.43

) Wo 938 2.10 6.52 69.85 7161

PointDSC | 9353 216 657 7326 7600
TABLE 1II: Generalization performance evaluation on

3DMatch using FPFH.

3DRegNet DGR PointDSC

A,—Q/

FLI9L 67K, 1R:88. 228

FLL9A. T4%, 1R:93. 108

r= =

Fig. 4: The visual comparison of correspondence outlier re-
jection on 3DMatch.
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2) Generalization on 3DLoMatch: Table III shows the gen-
eralization performance on 3DLoMatch. These experiments
show that our proposed framework can consistently improve
the registration accuracy and correspondence outlier rejection
performance on low-overlapped point clouds. The reason is
that our fusion layers can extract the discriminative texture
information to describe the correspondence so that benefits
the correspondence outlier rejection. Figure 5 visually shows
the our better registration accuracy on low-overlapped point
clouds.

Method | W/Wo | RR(%) RE(°) TE(cm) FI(%) IR(%)
Wo 185 520 15.16 865 830
3DRegNet |y 1252 3.34 1146 1079 995
- Wo 3435 1368 5219 3987 3647
w 4504 1425 5707 4002 3927
—— S460 1126 4176 4546 4178
2 W 5873 1093 4076 4596 4828
: Wo 5632 354 155 4673 5158
PointDSC |y 56.82 352 1150 4765 5256

TABLE III: Generalization performance evaluation on 3DLo-
Match.

3DRegNet

DGR

PointDSC

Original Pose w Ground Truth

Fig. 5: The visual comparison of generalization performance
on 3DLoMatch.

3) Generalization on KITTI: To further demonstrate the
generalization performance, we also evaluate our module on
outdoor dataset. Table IV shows that the registration accuracy
improve about 0.36% ~ 2.7% and the inlier accuracy improve
about 1.65% ~ 9.8%. Particularly, our general multimodal
fusion framework can improve the inlier accuracy of PointDSC
by 9.8%. The big performance improvement on the state-of-
the-art method shows that the fusion of texture information
is important for outdoor point cloud registration. Figure 6
visually shows the our better registration accuracy on outdoor
point clouds.

Method | W/Wo | RR(%) RE(°) TE(cm) FI(%) IR(%)
DRegver | 0 | 52 032 250 7174 8500
w 9802 049 2104 8509 9327

- Wo | 9820 043 3 9682 7360
w 9873 073 1623 9718 17525

: Wo | 9802 046 3105 8537 3148
PointDSC | 9838 047 2100 8693 9128

TABLE IV: Generalization performance evaluation on KITTI.

D. Robustness analysis

In this section, we will conduct several experiments on
3DMatch to demonstrate the robustness of the proposed GMF.

1) Sensitivity on different losses.: Firstly, we want to evalu-
ate the sensitivity of our GMF to different losses in the model.
We conduct this ablation study on the current best outlier
rejection method PointDSC.

PointDSC has three losses: 1) BCE loss(BCE) 2) Spectral
Matching loss(SM) 3) Transformation loss(T). We keep the
BCE loss for the outlier/inlier classification and evaluate the
loss sensitivity of GMF+PointDSC by keeping/removing the
other two losses. Table V shows that our GMF achieves
consistent improvement at different loss functions, which
demonstrates that our GMF is completely unconstrained to
the loss functions of the applied models. The reason is that
our GMF plays the role to enhance the distinctiveness of
correspondence features by fusing structure information and
texture information, which does not affect the loss functions.

Mcthod | WiWo | RR(%) RE(°) TE(cm) FL(%) IR(%)
Wo %61 210 6.48 S8 8582

BCE+SM | 9341 212 6.56 8250 8683
Wo 279 208 652 8195 8597

BCE + T W 93.28 212 6.52 8244 8659
- Wo A 207 .58 974 8L
w 9328 213 6.60 8235  86.62

TABLE V: The performance of our GMF by removing differ-
ent losses on PointDSC.

2) Robustness to lighting condition.: Since our GMF needs
to select discriminative texture information from image fea-
tures, we verify the robustness on various light conditions and
image noises.

Inspired by [30], we add varying lighting conditions by
adding an even or uneven brightness map to one of the
corresponding images. Table VI shows that the proposed
method is robust to mildly varying lighting conditions. We
can notice that there is still more than 1.61% performance
improvement for DGR under different lighting conditions.

Method Interval RR(%) RE(°) TE(cm) F1(%) IR(%)
DGR 91.30 233 8.56 80.36 82.24
+GMF - 93.22 2.03 7.47 81.06 83.00
[0.3,1.8] 93.10 2.12 7.68 80.94 82.87

Even [0.5,1.5] 93.16 2.05 7.48 81.12 83.05
[0.75,1.25] 93.10 2.02 7.48 81.03 82.96

[0.9,1.1] 93.04 2.09 7.86 80.96 82.90

[0.3,1.8] 9291 2.12 7.92 80.90 82.85

Uneven [0.5,1.5] 93.10 2.00 7.45 81.15 83.09
[0.75,1.25] 92.98 2.18 8.08 80.86 82.77

[0.9,1.1] 92.98 2.06 7.57 80.91 82.84

TABLE VI: The performance of our GMF under different
lighting condition on DGR. The second column shows the
different lighting interval. The larger the interval, the greater
the light changes for the images.

3) Robustness to noise.: We also consider the robustness
of our GMF to random noise, salt noise and Gaussian noise.
Table VII shows that our GMF is robust to various noises
in image and more than 1.68% performance improvement
for DGR. The reason is that the ICA model of our GMF
learns a weight matrix to globally select the related texture
information to describe the correspondences. The noise in the
texture information has little impact to this global selection
strategy.



HUANG et al.: GMFNET

k)
=z
[
Q
oc
[}
m
o
(&}
a |
(8]
wv
[a]
S .
o =
a 2
‘ | SR
Original Pose Ground Truth
Fig. 6: The visual comparison of generalization performance on KITTI.
Nois RR(%) RE(°) TE(cm) FL(%) IR(%
DGRy 91'(38) 2'3(3) 8(_56 ) 8(;32) 82('22) by 3DRegNet. These deep correspondence features are used
+GMF 93.22 2.03 747 81.06  83.00 to reject the correspondence outliers. We also added our GMF
Random Noise 92.98 2.11 7.76 81.05 82.97 to the b li t th £ .
Salt Noise 9298  2.06 7.44 8101 8292 0 the baseline 1o see the periormance gain.
Gaussian Noise | 93.10 2.08 7.53 8107  83.02 The below Table IX shows that the performance of the

TABLE VII: The performance of our GMF under different
image noises on DGR.

4) Discussion of texture missing.: Our method is designed
for multimodal data, because the current point cloud sensors
are becoming consumer-affordable, and many vision system
contain multiple types of vision sensors (Lidar and RGB
camera). The point cloud and RGB image can be acquired at
the same time by many vision systems.Sometimes, we may
only capture point cloud, our method is also available by
rendering an image from the point cloud.

E. Ablation study

In this section, we will conduct several ablation studies to
demonstrate the effectiveness of the proposed GMF.

Retrieve texture with camera parameters. We use camera
parameters project the point cloud on image to get RGB
texture for each point. Then, we concatenate the texture fea-
tures (extract by ResNet34) and structure features on channel
dimension. Table VIII show that the proposed GMF is better
than the direct feature concatenation on channel dimension for
multimodal fusion.

Method | RR(%) RE(°) TE(cm) IR(%) FI(%)
Concat 61.98 2.79 8.46 37.76 39.43
+GMF 72.95 1.99 6.26 52.99 52.84

TABLE VIII: Ablation study of fusion methods on 3DRegNet.

Baseline. We designed a baseline on 3DRegNet to reject
the wrong correspondence (outliers). Specifically, first, we
get the correspondence by using FCGF. Then, we project
the point coordinates of the correspondences onto the RGB
image through the camera intrinsic parameter to get the RGB
values for every 3d point. Next, we concatenate the RGB with
the XYZ coordinates of the points on the channel dimension.
Namely, the input correspondence feature is changed from [x1
yl, z1, x2, y2, z2] to [x1, yl, z1, r1, gl, bl, x2, y2, z2, 12,
g2, b2]. Finally, the deep correspondence features are extracted

baseline is worse than the performance of original 3DRegNet.
The reason is that the camera parameters may contain flaws
so that the projection between point cloud and image may not
perfectly aligned. With the wrong point and pixel matches,
the direct coordinate concatenation obtains worse results than
the original 3DRegNet. However, our GMF can automatically
select the most effective texture information to describe the
correspondences by transformer’s global ability, which can
avoid this problem.

Method RR(%) RE(°) TE(ecm) IR%) F1(%)
3DRegNet 71.41 2.96 8.69 3391 29.70
Baseline 70.80 2.60 7.88 25.61 28.84

+GMF 72.95 1.99 6.26 52.99 52.84

TABLE IX: Ablation study of baseline on 3DRegNet.

Fusion-1, Fusion-2, LCPE. We verify the effectiveness of
three modules (Fusion-1, Fusion-2, LCPE) of our GMF in the
ablation study. We take 3DRegNet as an example to verify the
effectiveness of each module by adding and removing different
modules of GMF. Table X shows that our three modules can
improve both registration accuracy and correspondence inlier
accuracy.

F-2 | -1 | LCPE | RR(%) RE(°) TE(cm) IR(%) FL(%)
X X X 7141 2.96 8.69 3391 29.70
v | X X 72.02 2.74 7.13 42.44 35.15
v |V X 7253 225 6.54 4845 49.03
v |V v 72.95 1.99 6.26 52.99 52.84

TABLE X: Ablation study of our GMF on 3DRegNet.

We also report the time information of each component.
Table XI shows that our module is very efficient.

LCPE PDSC

Component | F-2 F-1
2.7x10°7 013

times | 1.7x10 ° 1.8x10 °

TABLE XI: Time for every component on PointDSC frame-
work. F-2 means the fusion layer 2, F-1 means the fusion layer
1, LCPE means the LCPE layer, PDSC means the PointDSC
correspondence feature extraction module.
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V. CONCLUSIONS

In this paper, we propose a general multimodal fusion
framework for correspondence outlier rejection to improve the
point cloud registration accuracy. The proposed framework has
two advantages. Firstly, it leverages both texture and structure
information to improve the distinctiveness of correspondence
feature. Secondly, the convolution position encoding enables

the

cross-attention operation integrate both local and global

information. The experiments results show that the proposed
module achieves wide generalization ability and consistently
improve the correspondence outlier rejection accuracy and
registration accuracy on both indoor and outdoor datasets. The
proposed framework is also robust to different light conditions
and noise.
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